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Abstract— Open Big Data is steadily gaining momentum 

and rapidly becoming a new technology hub in industry and 

science that motivates technology trends to data-centric 

architecture and operational models. Therefore, the 

definition of basic information/semantic/operational models 

and architectural components that encompasses what is 

called an Open Big Data Ecosystem is becoming a necessity. 

The purpose of this study is to present our vision of a Big 

Data Ecosystem and to discuss issues observed with quality 

of open datasets relevant for the healthcare industry. 

Furthermore, the paper will propose a solution that will 

help the healthcare industry to take full advantage of the 

emerging trends in building pharmaceutical data lakes.  

Keywords: Linked Data, Big Data, Open Big data Ecosystems, 

metadata, quality metrics, Best Practices.  

I. INTRODUCTION 

Data in the Web is growing at a tremendous rate 

according to IBM [1], Gartner [2], Laney [3], Manyika et 

al. [4]; this data represents 2.5 quintillion bytes (Exabyte 

(EB) = 10
18

 bytes). More than 800,000 Petabyte (1 PB= 

10
15

 bytes) of data were stored in the year 2000. By end 

of 2019, this volume will reach 35 Zettabytes (1 ZB= 10
21

 

bytes) [5], and is expected to grow 61% and exceeds 175 

zettabytes by 2025 as per International Data Corporation 

IDC expectations [6]. 
There is no single definition of the term “Big Data”. 

Big Data to Amazon or Google is very different than Big 
Data to a medium-sized insurance or telecommunications 
organization. Many different definitions emerged over 
time [7], but in general, it refers to “data management 
challenges” for enterprises and “datasets whose size is 
beyond the ability of typical database software tools to 
capture, store, manage, and analyze” [8]. 

Big Data is usually described by its characteristics. 
Laney [9], proposed three dimensions that characterize the 
challenges and opportunities of increasingly large data 
volumes: volume, velocity, and variety, known as the 
(3V's) of data, seeFigure 1 that shows the original 3V's as 
proposed by Laney. Additional V's of data have been 
added over the years. 

While 3V's have been continuously used to describe big 
data, the additional dimensions of  veracity and value have 
been added to describe data integrity and quality to 
become what is known as 5 V's of big data [10], more V’s 
were introduced such as validity, vulnerability, volatility, 
and visualization which sums up to the 10 V’s of big data 
[11].  

In our analysis, we will take into consideration that Big 
Data is also associated to a new generation of software, 

applications, system, storage and architecture, all designed 
to derive business value from unstructured data. Thus this 
field has become an indispensable area of research as it is 
expected to add big value to enterprises in the real world.  

Regarding the term “Ecosystem”, in ICT literature, it is 
defined as a complex network or interconnected systems. 
The main function of a data ecosystem is to capture data 
and to produce useful insights. In the past, data 
ecosystems were designed to be relatively centralized and 
static [12]. However, the birth of the web and cloud 
services has changed that and thus the infrastructure and 
services that are used to collect data in organizations adapt 
and change constantly. 

In this paper, the authors present a study related to 
quality issues in “Big Data Ecosystems”. In particular, we 
are interested in the concept of data quality assessment 
when a company is integrating open data in the existing 
data services. Our initial exploration showed that a simple 
Web search of the terms “Data quality” through any 
search engine returns over twelve millions pages, which 
clearly indicates the importance of data quality and its 
issues. 

 
Data quality issues evolved from traditional structured 

data managed relational databases to Big Data. Advanced 
tools, software, and systems are required to capture, store, 
manage, and analyze the data sets, all in a timeframe that 
preserves the intrinsic value of the data.  

The paper is structured as follows. Section II defines 
the open big data ecosystem architecture for a modern 
organization from the pharmaceutical domain. Section III 
defines the open big data quality issues including 
definitions, dimensions, metrics, and evaluation. Section 
IV introduces the Data Lake concept and a methodology 
for building such a repository based on Linked Data 
principles. Section V concludes the paper with a general 
discussion and outlines some future directions. 

 

  

 

 

 

 

 

 
 

 

 

Figure 1. Original 3V's of Big Data 
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II. OPEN BIG DATA ECOSYSTEM ARCHITECTURE 

Big Data is not regarded as a traditional database or 
Hadoop

1
 dilemma; even they contain the essential 

components and technologies for large scale data 
processing and data analytics [13, 14, and 15]. Big Data 
refers to the complete process of storing, processing, 
visualizing and delivering results to the intended users and 
applications.  

This process, a lump of complex interrelated 
components, can be defined as the Big Data Ecosystem 
which deals with the evolving data, models and supporting 
infrastructure during the whole Big Data lifecycle.  

A. Open Big Data Life-cycle 

Open Big Data ecosystem is organized in a systematic 
sequence of operations that should be followed in order to 
achieve its goals. Figure 2 depicts the most important 
stages that must be carried out till it reaches its intended 
purpose and uses as follow: 

1. Data Generation: data is generated from different 

data sources such as signals, sensors, devices, sites 

posts, videos, records, etc. 

2. Data Acquisition & Storage: this stage consists of 4 

operations [16, 17]:   

 Data Collection: data is gathered in specific data 

formats from different sources using a specifically 

designed script to crawl the web. 

 Data Transmission: collected data transmitted 

using interconnected networks into storage data 

centers. 

 Data Pre-Processing: activities like Data 

Integration, Enrichment, Transformation, 

Reduction, and Cleansing are performed in this 

stage. 

 Data Storage: represents the infrastructure data 

center where the data is stored and distributed 

among several clusters. 

3. Data Analyze & Computations: application of Data 

Artificial Intelligence, Mining algorithms, Machine 

Learning, and Deep Learning to process the data and 

extract useful knowledge for better decision making.  

4. Data Visualization: processed data value is assessed 

by visual examination and taking correct decisions 

accordingly.  
In the past, corporations were used to dealing with 

static, stored data which could be collected from various 
sources before they were analyzed and interpreted for 
visual results.  

However, the rapid onset of large data volumes –log 
files, social media sentiments, click stream information 
(“customer clicks on the website”) means datasets are no 
longer expected to reside within a central server or within 
a fixed place in the cloud.  

Also, traditional methods to analyze these information 
patterns are not at all adequate to handle the copious 
amount of data, which in turn demands the rise of the 
advanced analytical tools which can process and store 

                                                           
 
1 http://www.hadoop.apache.org/   

billions of bytes of real-time data, with hundreds of 
thousands of transactions per second.  

Additionally, the development of business intelligence 
services is a rather simple affair when all data sources 
collect information based on unified file formats and the 
data is uploaded to a data warehouse. However, the 
biggest challenge facing enterprises is the undefined and 
unpredictable nature of data emerging in multiple formats. 
Hence, we can conclude that some of the characteristics of 
a modern data ecosystem are: 

 Data is originating from internal systems, cloud-
based systems, as well as external data provided 
from partners and third parties 

 Acquisition of data via near real-time data streams 
in addition to batch loads 

 Delivery of analytics to traditional platforms such 
as data marts and semantic layers, as well as 
specialty databases such as graphing or mapping  

 Analytics use cases ranging from operational and 
corporate BI to advanced analytics and data 
science 

 Support for the needs of all types of users, ranging 
from casual consumers to data analysts to data 
scientists 

B. Data Ecosystem Architecture 

Roughly, a Big Data Ecosystem can be divided into 3 
layers 

 Data sources layer 

 Data storage and semantic processing layer 

 Artificial intelligence technologies and business 
Intelligence layer 

As presented in Figure 3, the data layer is composed 
of both private and public data sources. The data storage 
and semantic processing layer in modern data ecosystem 
are composed of data lakes and data warehouses. A data 
lake is a vast pool of raw data, the purpose for which is 
not yet defined. A data warehouse is a repository for 
structured, filtered data that has already been processed 
for a specific purpose. 

The four key differences between a data lake and a 
data warehouse are given in Table 1. The two types of 
data storage are often confused but are much more 
different than they are alike. In fact, the only real 
similarity between them is the high-level purpose of 
storing data. In our research, the authors have studied the 
quality issues in the semantic layer where data from 
different sources is expected to be integrated.  

 

 

 

 

 

 

 

 

                                                                      

 

 

 
 

 

 

Figure 2. Open Big Data Life-cycle 
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Figure 3. Modern data ecosystem 

 

One of the main functions of the semantic layer is to 
ensure interoperability. Interoperability is the ability to 
exchange information between systems in a meaningful 
way. Hence, the data ingestion step and interlinking steps 
are often implemented by using open standards such as the 
standards recommended by the W3C consortium.  

C. Research Questions 

The semantic layer is Built upon the Linked Data 
principles. The Linked Data principles defined back in 
2006 by Tim Berners-Lee [18], enable linking of datasets 
through references to common concepts. HTTP URIs 
(Uniform Resource Identifiers) serves to name the entities 
and concepts, as well as relations (links) to other related 
URIs. The Resource Description Framework (RDF) is the 
model used for the representation of the information 
(entities and concepts), as well as a model that enables 
exchange and reuse of structured metadata.  

Very relevant for Linked Datasets is the variety 
dimension. This dimension makes the Linked Datasets 
part of Big Data. Linked Data overlaps with Big Data in 
1) LD is considered as a whole as Big Data, 2) No rigid 
up-front (e.g., relational) data model, 3) Big Data 
technologies (e.g., Hadoop) are used to handle LD, 4) LD 
can represent knowledge extracted from big unstructured 
data.  

Taking the drug management domain as an example, 
the development of Big Linked Data solutions for the 
pharmaceutical industry raises questions such as:   

 How Linked Data technologies can be used to 
improve the existing business value chain? 

 How Big Linked Data Analysis can be implemented 
that take into consideration unstructured data that is 
freely available on the Web? 

 How a newly establish semantic data lake can 
coexist with the implemented data warehouse? 

 What is the relation between Big Data dimensions 
(veracity, variability, validity, vulnerability, 
volatility) and data quality?  

 What will be the impact of integrating freely 
available data sources in the Data Lake? 

III. BIG DATA QUALITY ISSUES 

The idiom Data Quality DQ is a well-known 
connotation in the database community and researchers 
dealt with it for a long time. However, there are additional 
new characteristics uncovered by Big Data that make it's 
quality assessment very challenging. Big data variety and 
massive volume, for instance, introduce new difficulty of 
its quality evaluation.   

TABLE 1. DATA LAKE VS. DATA WAREHOUSE 

 Data Lake Data Warehouse 

Data 

Structure 
Raw Processed 

Purpose of 

Date 

Not Yet 

Determined 
Currently In Use 

Users Data Scientists Business Professionals 

Accessibility 
Highly accessible 

and quick to update 

More complicated and 

costly to make changes 

 

In addition, variability, velocity, and volatility features 

bring new challenges in managing, storing, and assessing 

the quality of Big Data. As per the author's knowledge, a 

standard quality management framework for Big Data has 

not emerged yet.  

According to [19], DQ is difficult to define; its 

definitions are data domain aware. In general, there is 

unanimity that data quality is always dependent on the 

quality of the data source [20]. Most of the data quality 

issues have been addressed heavily in the research 

community and yet it is still not adapted in Big Data.  
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A. Big Data Quality definition 

DQ definition is inconsistent and related to the specific 

domain, context area intended for [21], [22]. In [23], the 

authors summarized data quality from the well-known 

and used definitions from ISO 25012 Standard. In the 

literature, data quality is defined as “fitness for use”. In 

[24], data quality is defined as the appropriateness for use 

or meeting user needs. 

B. Big Data Quality Dimensions(BDQD’s) 

Different combinations of dimensions have been 
studied by several authors. According to [21, 22, and 23], 
a BDQD provides a path to measure and manage data 
quality. There are many quality dimensions every quality 
dimension is linked to specific metrics. According to 
Zaveri et al. the identified dimensions according to the 
classification introduced in [20] are: 

 Accessibility: Availability, licensing, interlinking, 

security, and performance 

 Intrinsic: Syntactic validity, semantic accuracy, 

consistency, conciseness, and completeness  

 Contextual: Relevancy, trustworthiness, 

understandability, and timeliness 

 Representational: Representational conciseness, 

interoperability, interpretability, and versatility 

C. Big Data Quality Metrics 

For every mentioned dimension a quantification and 

measurement are needed. The metrics illustrate the 

required steps to evaluate a particular dimension.  

Usually, most metrics used for measurement of data 

quality are mostly within a range from 0 to 1, with 0 

representing incorrect value and 1 representing a correct 

value [20]. 

Dimensions such as accuracy, completeness, and 

consistency amongst others are calculated by the 

function: 

 

 M = 1 – (Ni/Nt)   

 

Where M is the metric for a given dimension, Ni is 

the count of incorrect values and Nt is the total values for 

the dimension concerned. 

D. Big Data Quality Evaluation 

The aim of Big Data Quality Evaluation (BDQ) 

Scheme is to address the data quality before starting data 

analytics. BDQ is carried out by estimating the quality of 

data attributes or features by applying a BDQD metric to 

measure the quality characterized by its accuracy, 

completeness or/and consistency. The expected result is 

data quality assessment suggestions indicating the quality 

constraints that will increase or decrease the data quality. 

The authors believe also that data quality must be handled 

at many other phases of the big data lifecycle. BDQ 

issues exist due to several factors or processes occur at 

different levels: 

 Data sources level: unreliability, trust, data copying, 

inconsistency, multi-sources, and data domain. 

 Generation level: human data entry, sensors devices 

readings, social media, unstructured data, and missing 

values. 

 Process and/or application level (acquisition, 

collection, transmission).  

The data pre-processing improves data quality through 

executing many tasks and activities such as data 

transformation, integration, fusion, and normalization. 
Big Data problems convene with Data quality issues is 

justifiable due to the strong bonds between these two 
concepts. Many authors in literature such as [25 - 33] have 
stressed that it is very important to discover quality issues 
and map them with big data problems in the lifecycle as 
early as possible because any data quality issues will be 
reflected in the analytics. This will help isolate and adapt 
the processes that must handle both concerns. 

IV. CASE STUDY 

The pharmaceutical/drug industry was leading others in 

expressing interest in validating the approach for 

publishing and integrating open data [34]. 
The objective of this study is to propose a methodology 

for linking open drug data from Arabic countries and 
define a quality assessment approach for building Linked 
Data application taking into consideration the possibility 
of reusing published datasets including the DrugBank

2
and 

DBpedia
3
. 

Four drug datasets were selected from four different 
Arab countries namely; Iraq, Saudi Arabia, Syria, and 
Lebanon. The quality of the data in selected datasets was 
so poor, and clearly lacks homogeneity which strengths 
our proposal of having quality issues resolved at every 
stage of drug big data lifecycle. 

In Big Data, the process of data management is 
impartial to its quality management. Hence, quality issues 
and requirements need to be identified at every stage of 
the big data lifecycle. To ensure a high-quality value 
chain, a quality assessment procedure is a must and should 
be executed at each stage of the lifecycle. The goal is that 
Quality management activities and procedures should be 
undertaken without adding extra communication, 
processing and cost overhead on the different Big Data 
ecosystem layers. 

In Figure 4, the authors explore a methodology of a 
quality management model that captures important 
quality aspects and proposes how to deal with Big Data 
quality throughout its lifecycle. The authors identified the 
processes that must handles and address data quality 
problems and provide quality assessment schemes to 
ensure its effective management. The most important 
modules in the methodology are: 

 Data source module: in this module, the targeted 
data is selected from the Arabic drug datasets 
(Iraq, Saudi Arabia, Syria, and Lebanon) along 
with the public datasets (DrugBank and DBpedia). 
In addition to corporate data. 

 Data storage and semantic processing module: in 
this module data lake concepts and semantic 
processing is performed, which include all the 

                                                           
2
https://www.drugbank.ca/ 

3
https://wiki.dbpedia.org/ 
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Figure 4. Building a pharmaceutical data lake for Arabic datasets 

 

 

 
 

 

 

Figure 2. Open Big Data Life-cycle 

 

pharmaceutical data lake for Arabic datasets 

stages of data preparing, modeling, and conversion 
is performed. At each stage quality issues are 
revised and if the quality is not satisfied a return 
back to the appropriate stage is performed. After 
the transformation is performed master data is 
stored for subsequent use. 

 Artificial intelligence and business intelligence 

module: in this module, big data visualization is 
performed using big data analytic tools. 

Big Data lifecycle stages and their related quality 
information’s and processes must be applied to achieve 
an end-to-end Big Data quality management driven 
lifecycle.

 

V. DISCUSSION AND FUTURE DIRECTIONS 

Big Open Data has steadily emerged as a new pattern 

for handling big, continuous, varying, and complex data. 

Its quality is regarded as the key for its acceptance and 

usefulness.  

The utmost challenge in open big data theme is 

quality assurance. A number of solutions and approaches 

proposed in both industry and research to confront a 

quality issue, but none proposed a comprehensive method 

for quality assurance solutions. 

Using conventional approaches and techniques to 

manage big open data proven to be not appropriate, this 

necessitates the need to design of new approach to 

managing quality. 

The authors have identified the key research 

challenges in Big Data quality and highlighted their 

importance. 

The paper emphasizes the advantages of using the 

Open Data approach in the pharmaceutical/drug industry 

and for the first time discusses the issues with drug data 

from Arabic countries (authors selected four drug data 

files from four different Arabic countries, Iraq, Syria, 

Saudi Arabia, and Lebanon). 

The authors believe that quality issues in drug domain 

in the Arab countries are still wide open for further study 

and evaluation. 

Future work will include implementation of a stable 

and open-source version of a Java web application that 

will allow the end-user to fully explore and assess the 

quality of the consolidated dataset, and if possible, to 

repair the errors observed in the Arabic Linked Drug 

dataset. 
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