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Abstract—The network behavior analysis relies on the 

understanding of normal or acceptable behavior 

characteristics in the network communication, in order to 

efficiently detect the anomalous traffic patterns and 

deviations that could cause performance issues or indicate a 

breach, thus allowing near real-time alerting and visibility 

of the potential network security threats. In contrast to the 

signature based intrusion detection systems, this approach is 

extremely beneficial not only for identifying unknown 

threats, zero-day attacks, and suspicious behavior 

regardless the used cryptographic methodology, but also to 

identify and allow the performance optimization 

opportunities. We propose a comprehensive architecture for 

practical implementation of the flow based anomaly 

detection solution for real life use cases, which is based on 

the combination of the entropy calculation and machine 

learning techniques, with the ability to model the attacks 

and generate representative labelled training data set. 

I. INTRODUCTION 

With the continuous advances in network technologies, 
there is a constant change of the security threat landscape. 
A number of different threats and attacks, combined with 
the suspicious network behavior, have imposed to the 
network and security specialists an increased pressure in 
the process of security threats detection and minimization 
of the attack impacts, all in a timely manner. With the 
increasing complexity of the modern networks, the use of 
the bare manual security analysis with no automation 
leaves many blind spots. On the other hand, the signature-
based intrusion detection methods are inefficient in 
detecting cryptographic traffic and zero-day attacks, while 
the intelligence put on the firewall does not provide 
protection from internal network usage. Therefore, the 
network anomaly detection that is based on the traffic 
pattern behavior analysis, is now recognized as the 
mandatory part of modern security protection solutions. 
This subject is addressed in a large number of scientific 
papers, where the authors report that both entropy and 
machine learning approaches provide promising solutions 
to this problem.  

In this paper we have proposed the architecture of the 
solution that combines entropy and volumetric based 
network behavior profiling, which is supported by 
machine learning decision making in order to accurately 
recognize and classify security threats and other 
performance issues and easily distinguish them from 
normal traffic. 

The following section provides some related work 
information. The third section discusses the details of the 
proposed solution architecture, while in section IV we 
provide a brief explanation of the applied entropy 
calculation methodology. The V. section is dedicated to 
the explanation of the experimental environment and test 
result analysis. Finally, we conclude this paper by 
summarizing our main contributions and results, and 
defining directions of further work. 

II. RELATED WORK 

A number of studies show that there is a high aspiration 
of the full implementation of the entropy based techniques 
for intrusion and anomaly detection. The main stumbling 
stone is that these techniques alone can be efficient, but 
the high sensitivity to the traffic pattern changes and need 
to adapt parameters to these changes, make them 
inaccurate sometimes. Needless to say, the industrial 
vendors are keeping their solutions as corporate secrets. In 
spite of number of researches in this area, they mostly rely 
on just a few existing labelled data sets, which limit its 
application in real-life network traffic. Therefore, the 
practical implementation of anomaly detection is still not 
well explained in the literature, which leaves an open 
room for further research in this area. 

The entropy-based methods that rely on the NetFlow 
feature distributions have gained a major interest [4]. The 
authors in [5] reported a strong correlation of address and 
port features, emphasizing better detection abilities of 
degree features. They also suggested the usage of 
bidirectional data flows to avoid the biases arising from 
unidirectional flow analysis. 

 A group of authors in [6] proposed the Entropy-Based 
Network Anomaly Detection method for detection of 
modern botnet-like attacks. They applied parameterized 
entropy-based anomaly detection with supervised machine 
learning approach, gaining the low false positive rate. The 
study is based on the use of the proprietary data set 
containing labelled flows, generated with the special 
purpose Python tool. The obtained results indicate the 
dominance of the parametrized Tsallis entropy [1] and 
Rényi entropy [2] over the commonly used Shannon 
entropy [3], mostly in better detection of peak or tail in the 
feature distributions, depending on the used parameter.  

A recent research proposes a method for anomaly and 
attack detection that is based on the Shannon and Rényi 
cross entropy [8]. It analyses the distribution 
characteristics of the alert features in order to detect 
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attacks and gain low false alert rate. A group of authors 
proposed a solution for short time predictions and efficient 
reduction of high-dimensional network traffic to a single 
metric [9]. The described algorithm detects the abrupt 
changes in network entropy time series, by applying the 
simple exponential smoothing algorithm. In [10], a case of 
merging the entropy-based system and anomaly detection 
system for multilevel Distributed Denial of Service 
(DDoS) detection is proposed. In order to diagnose the 
anomaly, this solution efficiently calculates the degree 
entropy for feature distributions. Another study provides a 
framework for IDSs that are based on the information 
theory analysis [11]. Within the framework the 
performances of anomaly based and signature based IDSs 
can be unified, and provides the static/dynamic fine-
tuning in order to achieve optimal IDS operation. The 
authors in [12] propose an entropy-based A-NIDS, 
providing the structured and comprehensive overview of 
their research.  

In [13], authors have proposed anomaly detection 
engine that is based on k-nearest neighbor's (K-NN) and 
K-Means Clustering (KMC) machine learning algorithms 
and is applied for KDD99 dataset. This approach applies 
the information entropy measures while ranking the 
network connection features by their importance for the 
process of attack detection. 

III. PROPOSED SOLUTION 

We contribute to the above mentioned research problem 
by proposing a comprehensive architecture for practical 
implementation of the flow based anomaly detection 
solution for real life use cases, based on the combination 
of entropy and machine learning techniques, with the 
ability to model the labelled training data set. The source 
of the network information usage is the NetFlow 
accounting data, exported from the network routers and 
stored to the central collecting server. The NetFlow is a 
network traffic accounting and exporting technology 
originally developed by Cisco [4], but today it represents a 
de-facto industry standard, and often addresses similar 
standardized or vendor specific protocols (IPFIX by IETF 
[14], Jflow by Juniper [15], NetStream by Huawei [16], 
Cflow by Alcatel-Lucent [17]). 

The entropy calculations are used to indicate unusual 
traffic, while machine learning algorithms are applied 
with a goal to minimize false positive and false negative 
alarms, all in order to achieve better performances. The 
proposed architecture is modular, flexible and open for 
implementation of different entropy calculations 
(Shannon, Tsallis, Rényi) and machine learning (ML) 
algorithms, where the unsupervised ML is used for 
clustering the data instances and supervised ML is applied 
for gaining better recognition and data classification. The 
architecture is specially designed for practical 
implementation. 

The main building blocks of the architecture are 
illustrated in Fig. 1, and described in more details in the 
rest of this section. 
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Figure 1.  Flow-based anomaly detection architecture 

 Bidirectional Flow Matching – Collected 

unidirectional raw NetFlow records (named flows) 

are paired in both directions, recognizing the 

initiators (clients) and responders (servers) in 

network communication, which allows achieving 

better accuracy [5].  

 Labelled dataset – Previously prepared NetFlow 

data, with each flow labelled as normal or 

anomalous, provides a useful source of different 

network traffic behavior that is suitable for 

experiments and fine tuning of detection methods.  

 Modelling Training Dataset – In order to describe 

different traffic behavior, some specific security 

threats and other network traffic anomalies can be 

adequately modelled. The representative synthetic 

data flows are generated in accordance to the 

designed anomaly model and traffic intensity, and 

inserted into normal traffic that forms the training 

dataset.  

 Flow Classification – Bidirectional flows are 

divided into several subclasses that are characterized 

by different traffic profiles (DNS, email, web, 

Microsoft services, ICMP etc.). We have shown that 

this approach leads to more sensitive detection of the 
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low-intensive anomalies that may stay undetected if 

the analysis is applied on the whole traffic. 

 Aggregation – Bidirectional and classified flow data 

are processed in fixed intervals, the so called epochs. 

Since each flow record consists of the identification 

data (IP addresses, port numbers and protocols) and 

volumetric data (number of packets and bytes), the 

aggregation process summarizes all volumetric data 

for distinct appearance of identification data during 

the period of one epoch. Additional data/information 

can be further extracted, such as the total number of 

the flows for each aggregated element, and the 

second degree features that represent the number of 

appearance of the other identification fields that are 

not used as a part of the aggregation key. The output 

of the aggregation module is a set of feature 

distributions, that contain summarized or counted 

values per aggregated elements, sorted in descending 

order. For example, the aggregation of the data 

instances by the source IP address in one epoch will 

generate distributions of the following features: 

 total flow number generated by the source IP 

address, 

 total number of the bytes and packets sent and 

received by the source IP address, and 

 total number of different destination IP 

addresses and ports that are in communication 

with the specified source IP address. 

 Top Talkers calculation – the algorithm will 

summarize data volumes generated by the biggest 

traffic contributors (one or few of them), for each 

analyzed feature per epoch. 

 Entropy calculation – The entropy is calculated 

over each distribution, for every feature and epoch. 

In contrast to the Top Talkers calculations, the 

entropy calculation takes into account the relative 

contribution of each element in the distributions, 

resulting into single number that presents uniqueness 

(differences or similarities) of the element values. 

Therefore, the entropy value captures the behavior of 

the biggest contributors as well as of the large 

number of minor appearances in the feature 

distributions. Over the time, each observed feature 

will be presented by entropy time series.  

 Features correlations – Some of the calculated 

features are highly correlated and can be removed 

from further processing with no information loss.  

 Baselining – Baselining is performed for Top Talker 

and entropy time series data, thus for the reduced set 

of features using specific prediction model, such as 

Exponential Moving Average (EMA) [18]. These 

values are treated as an expected normal behavior of 

the examined feature. The standard deviation is 

calculated in the same manner, and its baselining is 

used as a measure of acceptable changes.  

 Triggering – If the observed feature value is out of 

the tolerance range which is close to the expected 

values given by the baselining process, an alarm will 

be triggered. The tolerance range is determined by 

the expected standard deviation, multiplied by the 

certain factor. An alternative way for analyzing 

changes of the Top Talker features is to setup a 

threshold relative to the expected baselined values 

(for instance “trigger an alarm if the value exceeds 

100%”).  

 Machine Learning – is a part of the Hybrid 

Machine Learning (HML) module. It is previously 

trained to recognize the vector of triggered alarms as 

an anomalous behavior, in which case the anomaly is 

classified into certain categories, such as DoS, 

network or port scanning, TCP SYN flood, brute 

force attack, etc. With this approach, the isolated 

alarms can be ignored, thus minimizing false positive 

and false negative alarms. The output of this process 

categorizes the network traffic behavior in the 

observed epoch – it defines it as normal or 

anomalous. If there is not enough knowledge or 

certainty to make a precise decision, the conclusion 

may stay unknown.  

 Events Extraction – For practical implementation, 

both indicators of anomaly and unknown traffic 

patterns need to be enriched with the additional 

information related to the flows that caused that 

event. These flows are extracted from the Short-term 

cache unit and removed from the aggregated data in 

the specific epoch. The whole process is then 

performed again, recalculating all features. This loop 

repeats until all the anomalous or unknown events 

are extracted from the analyzed dataset.  

 Human analysis – the previously unknown events 

are needed to be analyzed by the network security 

specialist and manually classified as the normal or 

anomalous. In both cases, the extracted flows of 

those events are labelled and used to extend the 

training data set.  

 Logging, Alarming, Visualization – the detected 

anomalous events are logged with proper alarming 

and visualization for further analysis and security 

event management.  

 Labelling – the unknown events, that are manually 

recognized by the network security specialists, are 

labelled and archived in the dataset for further offline 

training of the Hybrid Machine Learning module. 

This feedback loop provides the possibility for 

relearning and update of the detection process with 

new knowledge.   

IV. METHODOLOGY  

The regular traffic with large data transfer is not rare 
traffic behavior in modern network communications. The 
analysis of the volumetric features (bytes and packets) can 
detect only extremely large traffic loads of very intensive 
DDoS attacks. Setting up a lower threshold level for these 
features would produce large number of false positive 
alarms, which practically makes volumetric features 
useless for less intensive anomalies.  

Our approach is therefore oriented towards extracting 
the hidden patterns in network behavior, which mostly 
affects the second degree features. While one or more 
identification features, namely source and destination IP 
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address and ports, are used as keys for the aggregation, the 
remaining features can be used as second degree features.  

Not all of the combinations of identification features are 
useful for the aggregation. The behavior pattern analysis 
of different types of anomalies will extract the most useful 
aggregation keys and features selection that can provide 
the best detection performances. For that reason, an 
important part of the proposed methodology corresponds 
to the anomaly modelling with the synthetic flows 
generation, combined with the used normal traffic dataset. 
For the needs of this research, as the main dataset with 
normal traffic instances we have used the CTU-13 
labelled datasets [20], and applied the following 
modifications: 

 Long flows are proportionally fragmented into 

shorten equivalent flows that last up to 60 seconds, 

what was set as a duration of one epoch.  

 Background traffic, taken from the real university 

network, is by the authors originally left as 

unrecognized. We have manually analyzed this large 

portion of dataset (using our methodology) and 

labelled the minor anomalies. The rest of the 

background traffic is labelled as “normal” and 

further used as a regular traffic. 

 Timestamp format is changed from string to 

milliseconds since the UNIX epoch (January 1, 1970 

00:00:00 UTC).  
The modelled synthetic traffic is created by a flow 

generator which is developed by Bereziński [6]. It is 
additionally modified in accordance to our own dataset 
format.  

As a proof of the concept of our methodology we have 
developed a Java software, the EntropyCalculator for 
aggregation and calculation of the Top Talkers and 
entropy. The dataset format is configurable with JSON 
meta file, which describes the feature types, and denotes 
them as identification or volumetric features. The software 
supports interactive manual settings of the aggregation 
and processing parameters, but more efficient and useful 
usage is achieved with the bulk processing, where all the 
settings are defined in separate JSON file. The software 
also provides the data filtering, the definition of the 
serialized aggregation by different keys, the selection of 
the output features and entropy types.  

We support calculation of Shannon, Tsallis, and Rényi 
entropy. Normalized Shannon entropy is defined by 
following equation [3]: 

  (1) 

Where n is a total number of elements in the 
distribution, while p(xi) is a probability of element xi, 
calculated by sum of all values divided by the contribution 
of element xi. It gives values between 0 and 1, where 
balanced values in distribution result in entropy near 1, 
while significant deviation in distribution values results to 
lower entropy value.  

Tsallis and Rényi entropies are parametrized with 
parameter , given by the following equations [1][2]: 

  (2) 

  (3) 

The Exponential Moving Average (EMA) technique is 
used for baselining of Top Talkers and entropy time 
series, including a baselining of their standard deviation. 
The predicted value for epoch n+1 is calculated 
recursively, taking into account previously baselined data 
Bn and observed data Dn in epoch n: 

 Bn+1 = (1-b) Bn + bDn (4) 

The coefficient b represents the degree of weighting 
decrease, and falls in range between 0 and 1. A lower 
value for b indicates stronger influence of the previously 
baselined value, resulting to the smoother baselining. 

Similarly, the baselining of the standard deviation S is 
given by: 

 BSn+1 = (1-s) BSn + s Sn (5) 

And finally, the tolerance range is defined by the 
predicted value of the feature Bn+1 and predicted standard 
deviation for that feature,BSn+1, as follows: 

 M = [Bn+1 – ktBSn+1, Bn+1 + ktBSn+1] (6) 

Where kt is the multiplication factor that makes the 
range wider, the so-called factor of tolerance. For any data 
Dn+1 that falls out of the range M, an alarm is triggered as 
an indication of the potential anomaly.  

With proper fine tuning of the used parameters, the 
proposed methodology achieves high efficiency of the 
anomaly detection. However, our architecture leaves an 
option to leverage ML techniques for further anomaly 
classification based on the trained datasets and learned 
anomaly patterns. The Hybrid Machine Learning module 
can overcome the needs for parameters fine tuning by 
detecting relative deviation from the margin of tolerance, 
and this way reducing the false alarm rate. 

V. EXPERIMENTS AND RESULT ANALYSIS  

Different types of anomalies have different behavior 
patterns and footprints of the calculated features, which 
trigger specific combinations of the alarms. The anomaly 
detection accuracy, with low rate of the false alarms, 
highly depends on the settings of several baselining and 
threshold factors. All these parameters must be fine-tuned 
according to specific network traffic, characterized by its 
unique behavior and intensity. Therefore, the alarms need 
to be treated as indicators of the anomaly, which require 
further correlated analysis, either by manual observation 
or by means of Hybrid Machine Learning module, which 
is proposed in our architecture as the complete solution 
[19]. For the reason of proofing the concept of our 
architecture, in this paper we have presented experimental 
results of entropy based part of our solution, leaving 
Machine Learning module as an option for improvement 
of detection accuracy. 

Our experiments were based on CTU-13 dataset, which 
was additionally cleaned, leaving around 850.000 flows of 
real-life “normal” traffic, collected during 4 hours period, 
and divided into 60 seconds epochs. For the purpose of 
repeating the experiments with different anomaly models 
and scenarios, the flows in this datasets were randomized 
over the epochs, resulting in randomization of the noise in 
the regular behavior pattern, with no significant changes 
in the observed features.  

The three anomaly types were modelled and further 
analyzed, namely DDoS NTP amplification [21], DDoS 
SYN Flood [22] and Network Scan attack [23]. The goal 
was to model low intensive anomalies and analyze 
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features that are triggered by the corresponding traffic 
pattern. Therefore, we assumed the low data load given in 
packets and bytes measures, while gradually increasing 
the unique appearances of other features, starting from 10, 
25, 50 up to 100. Each series lasted 3 epochs, and was 
repeated in 20 epoch interval. By default, Top Talkers 
count was 3. Baselining coefficients for the main data 

were b=0.1 and s=0.05 for the standard deviation, with 
the factor of tolerance kt=4, by default.  

A. Scenario 1 – DDoS NTP amplification attack 

NTP amplification attack [21]exploits the weaknesses 
of some open NTP server, forcing it to reply to queries 
from unauthorized external hosts. The spoofing of the 
source IP address in the queries sent to many NTP servers 
will results in the generation of the replies from each of 
them to that single targeted host. The model of this kind of 
attack is characterized by UDP protocol, several source IP 
addresses (in our case we have defined 10, 25, 50 and 
100), single source port (123), single destination IP 
address and random destination port. There is no answer 
from the opposite direction. We have modelled all of these 
series with modest total flow number of 200.  

The behavior of this kind of anomalies has an impact to 
several features. Obviously, the targeted host and its IP 
address will experience the increase of the number of 
unique destination ports that should receive the traffic. 
Aggregation by destination IP address with the second 
degree defined with destination port can easily capture this 
pattern. Fig. 2 depicts the changes in volumetric Top 
Talkers features, while Fig. 3 shows the corresponding 
calculated entropy. Almost equally, the randomized 
degree by destination ports (DstPort) results with entropy 
value near 1, with small standard deviation for the regular 
traffic. The anomaly is therefore, without any doubts, 
detected and recognized even with the smaller values of 
the factor of tolerance kt.  

 

Figure 2.  Aggregation by DstIP, Top Talkers of degree by DstPort 

 

Figure 3.  Aggregation by DstIP, entropy of degree by DstPort 

The aggregation by DstPort exposes the opposite 
behavior during the anomalies – a lot of unique 
destination ports with one or few appearances of other 
degree features. This will not lead to changes in Top 
Talkers view, but will increase the entropy values of the 
corresponding degree features, for example the entropy of 
degree by destination IP addresses (DstIP), shown in 
Fig. 4. 

 

 

Figure 4.  Aggregation by DstPort, entropy of degree by DstIP 

The other features can also successfully trigger the 
alarm for this kind of anomaly, such as in the case when 
we set the aggregation by SrcPort and degree by DstPort 
and FlowCount or with the aggregation by DstIP-SrcPort 
pair and degree by SrcIP, DstPort and FlowCount.  

B. Scenario 2 – DDoS SYN Flood attack 

The synchronization flood is a kind of DDoS attack that 
is initialized from many source IP addresses and different 
source ports to one specific target destination IP address 
and port [22].It attempts to open and keep active as many 
TCP connections as possible. We have modelled the 
DDoS SYN Flood attack targeting the TCP port 443, 
related to the HTTPS web traffic. This communication 
pattern is very similar to the regular traffic generated by 
many commonly used services, such as web, email or 
DNS. For that reason, only the highly intensive anomalies 
can be detected. However, in our architecture we propose 
the flow classification into smaller subsets, where the 
detection process can be more sensitive to anomalies with 
lower intensity.  

In our experiments, the anomalies with total of 200 
flows with unique source IP addresses (generated from the 
pool of 10, 25, 50 and 100 defined addresses), stay 
undetectable in a dataset with more than 2000 flows and 
600 unique source IP addresses of regular traffic per 
epoch. However, when the flow classification is applied, 
the regular web traffic consumes approximately 120 flows 
and 60 unique source IP address per epoch. When 
aggregating by destination IP address, the flow count 
feature successfully detects all four anomalies (Fig. 5). 
The similar results are obtained when applying the degree 
by source port, while in the case of degree by source IP 
address the algorithm is able to detect only the third and 
fourth anomaly, with 50 and 100 source IP addresses (not 
shown in the figures). 

 

Figure 5.  Aggregation by DstIP, entropy of FlowCount 

C. Scenario 3 – Network scan for open SSH port 

Very often the attackers are looking for the hosts 
running specific services, i.e. hosts with open targeted 
TCP port, in a way to exploit vulnerabilities on those 
services. We have modelled this kind of network scan by 
generating the TCP communication from fixed source IP 
address and random source port to various destination IP 
addresses (for the cases of 10, 25, 50 and 100 unique 
addresses) and SSH service with fixed destination port 
number of 22. We assumed 10% of successful attempts to 
open a connection, resulting in generation of the data 
transfer in opposite direction in order to complete TCP 
handshaking process. 

This scenario represents an example when low 
intensive anomalies cannot be detected when exploring 
the total traffic, but can be analyzed only if the data is 
classified in smaller partitions. In this case, SSH traffic is 
extracted and analyzed separately from the other traffic 
instances. Since the regular traffic has just a few SSH 
flows per epoch, all series of anomalies are easily 
noticeable. However, low traffic load makes another 
problem since small number of specific data instances can 
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lead to the unstable entropy values and unreliable results. 
In that case, the volumetric Top Talker features are more 
useful. Fig. 6 shows the degree by destination IP address 
when the aggregation is done by source IP addresses. 
Similar results are obtained when taking the degree by 
source port and flow count features, as well as with 
aggregation by destination port.  

 

Figure 6.  Aggregation by DstIP, entropy of FlowCount 

VI. CONCLUSIONS 

In this paper we have presented the architecture of 
flow-based anomaly detection system and methodology 
that can be applied on real-life use-cases in cybersecurity 
threats detection. Our experiments confirm that entropy 
based approach can successfully detect anomaly patterns 
of different well known security attacks, but they reveal 
that two problems still need to be solved for its practical 
implementation. Firstly, initial parameters for different 
features must be fine-tuned to adapt certain network traffic 
load, attack type and intensity in order to achieve 
acceptable accuracy with low number of false alarms. 
Secondly, a holistic analysis of all affected features is 
required to properly recognize the exact type of the attack 
and its consequences. For that reason our architecture 
involves a machine learning module and supporting 
analytics modules for alarming events visualization and 
management [19].  

We also contribute to better understanding of hidden 
properties in flow-based datasets, extracted in the form of 
second degree behavior features. We have shown that 
these features outperform traditionally used volumetric 
and flow-count features for lower intensity attacks.  

Our further work will be conducted in the directions of 
modelling new security attacks and anomalies, analysis of 
its influences and application of different types of decision 
processes, such as fuzzy-logic and neural networks.  
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