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Abstract. As many industries are in high demand for Machine Learning (ML) 

practitioners to solve business problems, it is essential to ensure that students 

know how to select adequate ML tools for given contexts and apply them ade-

quately. To this aim, we designed a project-based undergraduate university ML 

course. The course utilizes a blended approach, in which students collaborative-

ly work on real-world projects using an autograding platform for code-based as-

signments specially developed for the needs of the course. The course includes 

traditional lectures, discussions, reporting, and oral presentations. The course 

was evaluated using class assessment outcomes, faculty surveys, and observa-

tions. The results indicated that the blended learning approach was well-

received and helped students better understand how to apply ML tools. They al-

so suggest that project-based learning, in combination with an autograding plat-

form and a blended approach, can be an effective way to teach undergraduate 

ML. 

Keywords: Machine Learning, Education, Project-Based Learning, Autograd-

ing Platform, E-Learning. 

1 Introduction 

Machine Learning (ML) is a rapidly evolving field that has revolutionized industries 

and transformed various aspects of our lives. According to a report by McKinsey 

Global Institute [1], ML is projected to contribute up to $13 trillion to the global 

economy and create numerous new job opportunities by 2030. To adapt to these 

changes and meet industry demands, it is crucial for universities to incorporate ML 

education into their curricula.  

Integrating ML into university courses equips students with essential skills in data 

analysis, informed decision-making, and an understanding of the ethical and social 

implications associated with these technologies [2]. However, ML is often perceived 

as more challenging than other areas of Computer Science (CS) due to its reliance on 

various mathematical and statistical concepts and the need to comprehend algorithmic 

complexities [3]. Consequently, innovative teaching methods are necessary to moti-

vate and engage students in ML courses and ensure they acquire the skills required to 

effectively utilize this technology. 
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This study aims to develop a university-level ML course that offers students a 

comprehensive understanding of the field and prepares them for careers in Data Sci-

ence and related domains. To achieve this objective, we have adopted a blended learn-

ing approach that incorporates collaborative project-based learning. Furthermore, we 

have leveraged an autograding platform specifically designed to meet the unique re-

quirements of the course. Our focus is to empower students with the ability to apply 

learned concepts in real-world scenarios and effectively communicate and present 

their results.  

As academic integrity is of utmost importance, we have implemented measures to 

monitor and prohibit plagiarism, safeguarding the educational process and maintain-

ing the credibility of both students and the university. While previous studies have 

explored the development of ML courses, evaluations have often been limited. In this 

study, we aim to evaluate the effectiveness of our approach through class assessment 

outcomes, faculty surveys, and observations.  

The rest of the paper is structured as follows. Section 2 provides the background of 

the research, contextualizing the need for an autograding platform in ML education. 

In Section 3, we present the methodology employed in the development and imple-

mentation of the course and the malepy platform. Section 4 discusses the course struc-

ture, including theoretical lectures, practical assignments, and the course project. Ad-

ditionally, a detailed overview of the malepy platform is provided, encompassing its 

design, features, and functionalities. The results and findings of the evaluation are 

presented in Section 5, showcasing the impact of the platform on student performance 

and learning outcomes. Finally, in Section 6, we provide a concise summary of the 

key findings and implications discussed throughout the paper. 

2 Related work 

Previous studies have emphasized the importance of project-based learning in ML 

education, as it fosters problem-solving skills, deepens understanding, and promotes 

effective collaboration. Raschka [4] incorporated project-based learning components 

into a Deep Learning (DL) course, which included face-to-face lectures, weekly quiz-

zes, coding-based homework, a midterm exam, and a class project. However, the 

study lacked automated evaluation of coding-based assignments and relied solely on 

anonymous class survey for evaluation.  

Goel and Joyner [5] incorporated principles from cognitive learning sciences in the 

development of a foundational course on Knowledge-Based AI. While students en-

joyed the course compared to traditional approaches, it did not include class projects 

to provide hands-on experience.  

The Model AI Assignments session [6] aimed to create adaptable and engaging AI 

assignments that could serve as the core learning experience. However, the evaluation 

of these assignments is yet to be conducted. Canziani [7] compiled best practices from 

years of teaching ML and DL courses, but the work lacks evaluation.  

Project Deep.Teaching [3] provided practical exercises in various ML topics to in-

crease student motivation and understanding. However, the exercises developed with 
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Jupyter notebooks [8] did not include automated grading, and the overall work re-

quires evaluation.  

Blended learning is an educational approach that combines traditional face-to-face 

instruction with technology-enhanced learning, which allows students to work at their 

own pace. This approach has been shown to enhance student engagement and learning 

outcomes in CS education [9]. Previous studies [10][11] on blended learning in ML 

education used Kaggle [12] platform. These studies reported positive learning out-

comes, but they also had limitations. Firstly, the blended approach was only used in a 

limited number of assignments. Secondly, the Kaggle platform is primarily oriented 

towards researchers and professionals and does not provide instructors with the ability 

to design custom challenges and offer flexible automatic evaluations. Additionally, 

Kaggle is a closed-form platform, which limits its use in education. 

Open-source Kaggle alternatives focus on data and experiments exchange [13], 

bind users to use additional platforms for submissions and don’t provide customiza-

tion [14], orientate towards research and professionals [15][16] and thus are too com-

plex and yet to be evaluated in the education domain. Like Kaggle, these platforms 

don’t offer features like source code analysis or plagiarism detection. 

Existing studies emphasize the need for a comprehensive approach that combines 

project-based learning, automated grading, and a customizable platform for ML edu-

cation. However, a significant gap in the literature is the lack of comprehensive eval-

uations of such approaches. Our study aims to fill this gap. Through class assessment 

outcomes, surveys, and observations, we gather evidence of the benefits of and limita-

tions of combining project-based learning, automated grading, and a customizable 

platform. This evaluation will provide insights into student engagement, learning 

outcomes, and critical skill development.  

3 Methodology 

We identified several essential requirements for equipping students with the necessary 

ML skills. Firstly, students should have a strong background in mathematical con-

cepts critical for understanding ML algorithms [17]. Secondly, students should pos-

sess programming skills, including experience with Python [18] and its ML libraries 

[19]. Thirdly, students should learn data preprocessing techniques, such as handling 

missing values, normalizing data, and visualizing data distributions [20]. Fourthly, 

students should acquire the ability to select and evaluate models, comparing perfor-

mance metrics and avoiding overfitting and underfitting [21]. Finally, students must 

be aware of ethical and social considerations in ML, including data privacy, algorith-

mic bias, and accountability [2].  

Given the applied nature of ML, project-based learning is the cornerstone of our 

course. As student learning is enhanced through engagement with scientific practices 

[22], projects use datasets and challenges from ML research. Collaborative project-

based learning is emphasized to address the complexity of these challenges, with a 

preference for groups of three students [23]. From-scratch implementation is encour-

aged to enhance idea implementation and experimentation efficiency [24]. Students 
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are required to submit reports for each task, documenting their approach, experiments, 

and results, thereby demonstrating their understanding and creativity in solution de-

velopment.  

To facilitate the learning process, a custom platform was developed to host code-

upload ML challenges, support autograding, provide a leaderboard, and enable source 

code analysis for plagiarism detection. The existence of the leaderboard offers stu-

dents insights into the relative performance of their solution, motivating and stimulat-

ing further improvements [11]. This platform was developed as an alternative to exist-

ing options like Kaggle, which were found to be inadequate for our educational objec-

tives.  

By following this methodology, we aim to equip students with the necessary ML 

skills through a comprehensive curriculum, practical project-based learning, and the 

support of a customized learning platform. The evaluation of student outcomes, in-

cluding engagement, learning effectiveness, and critical skill development, will pro-

vide valuable insights into the efficacy of this approach. 

4 Implementation 

In this section, we explore the implementation of the ML course and the malepy au-

tograding platform. We discuss the course structure, including lectures, assignments, 

and the project. Additionally, we provide an overview of the platform, highlighting its 

design and key features. The section offers insights into the practical execution of the 

course and the integration of the autograding platform, emphasizing the factors that 

contribute to its effectiveness and student engagement. 

4.1 Course structure 

Our course is taught in the fourth year of undergraduate studies and is structured into 

theoretical lectures and practical assignments. The theoretical part consists of 15 face-

to-face lectures, covering fundamental concepts of statistical ML. The lectures en-

compass various topics, including regression, regularization, linear classifiers, ensem-

ble models, clustering, dimensionality reduction, and self-supervised learning. Table 1 

contains a comprehensive list of lecture topics.  

The practical component of the course consists of six code-based homework 

assignments and a culminating course project. These assignments offer students 

valuable hands-on experience in applying the concepts and techniques learned during 

the course. We emphasize a collaborative project-based learning approach, where 

students form teams of three at the beginning of the course, as depicted in Figure 1. 

This team formation allows for study groups and encourages collaborative learning. 

The course project serves as the capstone experience, enabling students to tackle a 

real-world ML problem of their choice and apply their skills in a comprehensive 

manner. 
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Table 1. Lecture topics 

Number Topic 

1 Introductory Lecture 

2 Simple Linear Regression 

3 Multiple Linear Regression 

4 Regularization 

5 Regularization (continued) and Nonparametric Approach 

6 Maximum Likelihood Method 

7 Linear Models for Classification (Logistic Regression and Perceptron) 

8 Linear Models for Classification (Naïve Bayes and Practical Applications) 

9 Support Vector Machines 

10 Ensemble Models 

11 Clustering 

12 Dimensionality Reduction 

13 Practical Tips for ML Application and 3 Learning Principles 

14 Semi-Supervised Learning 

15 Theoretical Foundations of Supervised Learning 

Homework Assignments. The homework assignments are designed to simulate real-

world problems and are introduced during the auditorial exercises. Each assignment 

includes a training dataset and a hidden test dataset, along with an evaluation metric. 

To successfully complete an assignment, students must achieve a predefined ac-

ceptance criterion, which represents the minimum evaluation metric value their model 

needs to surpass when evaluated on the hidden test dataset. The assignments encom-

pass various areas of ML, such as regression, classification, clustering, and dimen-

sionality reduction, and involve the application of diverse data preprocessing tech-

niques. The following is a summary of homework assignments: 

1. Simple Linear Regression problem on the dataset that contains outliers 

2. Multiple Regression problem on the dataset that contains outliers and categorical 

data 

3. Binary text classification problem on the dataset that contains outliers and that 

must be solved using Support Vector Machine model 

4. Multiclass classification problem on the imbalance dataset that contains outliers, 

categorical data, and missing values, and must be solved using ensemble methods 

5. Clustering problem that must be solved using Gaussian Mixture model on the da-

taset that contains outliers, categorical data, and missing values 

6. Multiclass classification problem on the imbalance dataset that contains outliers, 

categorical data, and missing values, and must be solved using Principal Compo-

nent Analysis for dimensionality reduction. 
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Fig. 1. Summary and timeline of the course through the semester 

For each assignment they complete, students are required to write a comprehensive 

report that includes detailed descriptions of their approach, feature and algorithm 

exploration, experimental procedures, and observations of the results. The purpose of 

the report is to demonstrate the students’ understanding of the problem, methodolo-

gies used, and the outcomes, while also highlighting their creativity in finding solu-

tions.  

 During the following auditorial exercises, the best-performing team from each 

group presents their solution orally and responds to questions from the instructor and 

other students. The instructor then provides a recap of the assignment, highlighting 

notable aspects and providing additional insights into the solution. Furthermore, the 

instructor selects an additional team to present their solution and answer questions. 

Teams that exhibit outstanding performance, produce high-quality reports, and deliver 

excellent oral presentations for homework assignments are rewarded by being ex-

empted from working on the course project.  

Course Project. The course project is optional and provides an opportunity for teams 

that were not satisfied with their performance on the homework assignments to win 

some additional points, or for those who wish to apply their newly acquired skills to a 

real-world problem of their choice. The course project involves defining the problem 

statement, including the process of finding or collecting the dataset, conducting exper-

iments, and writing a report following a predefined template. 

When writing a project proposal, students are required to address the components 

outlined in Table 2. Although some teams found the conceptualization of the project 

to be more challenging than others, we have not encountered any cases where stu-

dents were unable to find a project they were interested in working on. The projects 

undertaken by the students were highly diverse, with a significant number of them 

involving new data collection.  

The project report follows a defined template and includes sections such as Moti-

vation, Research Questions, Related Work, Methodology, and Discussion. To ensure 

realistic writing and review efforts, students are required to limit their reports to 4 

pages, including references. During the exam period, students present their projects, 

with presentation lengths capped at 15 minutes. 
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Table 2. Components of the course project proposal 

Component Description 

Project Topic The topic or theme of the project 

Problem Statement A brief description of the problem being addressed by the pro-

ject 

Data Reference to the existing dataset or briefly described the data 

collection procedure 

Methodology A brief outline of the methodology or approach to solving the 

problem 

Evaluation A brief description of the evaluation process, including the 

metrics that will be used to assess the solution 

4.2 Platform 

The malepy1 platform (an acronym derived from machine learning in python) was 

developed to support the practical component of the ML course. It serves as an au-

tograding platform, designed using the Python programming language and the Django 

web framework [25]. The platform provides an interactive and user-friendly environ-

ment for instructors and students to engage in hands-on assignments. Figure 2 illus-

trates the conceptual diagram of the platform, showcasing the instructors’ and stu-

dents’ interaction with the platform.  

The development of the malepy platform was motivated by the unique needs and 

requirements of the ML course. Its purpose is to provide a seamless and efficient ex-

perience for students as they complete their homework assignments and gain practical 

experience in ML. Throughout the development process, careful attention was given 

to creating an intuitive user interface that allows instructors and students to navigate 

the platform effortlessly. 

 

Fig. 2. Conceptual diagram of instructors’ and students’ interaction with malepy 

 
1  https://github.com/vdragan1993/malepy-platform/  

https://github.com/vdragan1993/malepy-platform/
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Instructors play a crucial role in the platform’s functionality. Besides managing 

courses and teams, they create assignments by providing a textual definition, evalua-

tion metric, acceptance criteria, starting and ending dates, and datasets. Students are 

given access to the training dataset and a preview of the test dataset for each assign-

ment. The solution development takes place using the provided training dataset, while 

the test set preview allows students to familiarize themselves with the test dataset’s 

structure.  

 Once students have developed their solutions, they submit their source code, which 

is then executed within the instructor-defined environment. The platform utilizes Py-

thon’s virtualenv [26] to create a virtual environment for solution execution. Execu-

tions within this environment are managed using Python’s core subprocess module. 

Instructors can specify the maximum number of submissions per team and set the 

allowed time for solution execution. If the solution is successfully executed, students 

can view their results and see their position on the updated leaderboard. 

 To ensure academic integrity, the platform incorporates measures for plagiarism 

detection. Instructors have the ability to inspect all submissions and run source code 

analysis using MOSS [27]. In cases where irregularities are found, instructors can 

disapprove submissions. At the end of the assignment period, students gain access to 

the complete test dataset and can review the source code of other teams.  

 The malepy platform not only supports the practical component of the ML course 

but also enhances the learning experience by integrating with the course materials and 

curriculum. It provides a hands-on approach that reinforces the concepts covered in 

the theoretical lectures. Running on the Gunicorn server [28] allows it to handle a 

large number of student submissions and execute their solutions efficiently within 

defined time constraints. Security and privacy measures are implemented to ensure 

students’ code and data confidentiality and integrity. 

5 Discussion 

We evaluated the effectiveness of our approach through a comprehensive assessment 

that included class assessment outcomes, faculty surveys, and observations. The eval-

uation was conducted over six iterations of the course, with the first iteration held 

without the malepy platform and the subsequent five iterations incorporating the plat-

form. Throughout all iterations, the grading scale remained consistent, with the prac-

tical part accounting for a maximum of 60 points and the oral exam accounting for 40 

points. Grades were in the range from 5 (falling grade) to 10 (excellent – outstand-

ing). 

Analysis of the assessment data revealed notable differences between students who 

utilized the malepy platform and those who did not. As shown in Table 3, students 

who actively engaged with the autograding platform demonstrated higher average 

scores on homework assignments and the theoretical exam, resulting in higher overall 

average grades. These findings indicate that the platform positively influenced student 

performance and learning outcomes. 
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Table 3. Class assessment outcomes evaluation 

Platform Students Homework points Oral exam points Average grade 

No 47 45 24.39 8.02 

Yes 73.6 47.53 33.43 8.95 

 

In addition to quantitative assessments, we sought qualitative feedback through anon-

ymous class surveys administered by the faculty. The responses collected, as shown 

in Table 4, were overwhelmingly positive. In textual comments, students praised the 

course concept, engaging lectures, and the organization of the practical part, particu-

larly highlighting the effectiveness of the homework assignments. 

Table 4. Results of the anonymous class survey conducted by the faculty 

Platform Students Rating 

No 5 9.20 

Yes 23 9.75 

 

While quantitative data and surveys provided valuable insights, personal communica-

tion with students and the instructors’ observations further supported the effectiveness 

of our approach. Collaborative project-based learning fostered a supportive and inter-

active learning environment, enabling students to delve deeper into the subject matter, 

engage in meaningful interactions, and showcase their creativity in solving ML prob-

lems. Notably, students who demonstrated creativity in their feature engineering ef-

forts appeared to achieve higher rankings on the platform’s leaderboard. This correla-

tion reinforces the significance of hands-on learning and the positive impact of a sup-

portive learning environment on student achievement. 

 Despite the positive outcomes, it is essential to acknowledge certain limitations of 

our evaluation. For instance, the study’s sample size and context were limited to a 

specific course and student population, which may affect the generalizability of the 

findings. Furthermore, the evaluation focused primarily on the short-term impact of 

the malepy platform on student performance, and long-term effects warrant further 

investigation.  

6 Conclusion 

The malepy platform has significantly enhanced our ML course, as evidenced by our 

evaluation involving assessments, surveys, and observations. Students who utilized 

the platform demonstrated improved performance on homework assignments and the 

theoretical exam, indicating its positive impact on learning outcomes.  

Collaborative project-based learning, facilitated by the platform, fostered a sup-

portive and interactive environment where students could deepen their understanding 

of ML concepts and showcase their creativity. The positive feedback from students 

underscores the effectiveness of hands-on learning experiences, particularly the 

homework assignments. 
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While acknowledging the limitations of our evaluation, such as the specific context 

and sample size, we are confident in the platform’s ability to empower students and 

nurture their passion for ML. Going forward, we will leverage the insights gained to 

refine the course structure and platform features, such as code quality analysis and 

potential integration with other tools to further enhance the learning experience. 
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