Analysis of sentiment change over time using user status updates from social networks
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Abstract— Social networks’ users usually post status updates of their opinions on and reactions to events almost instantly. Because of this, pre-announced events, especially ones that divide the public, lead to generation of a large quantity of status updates in the days just before and after the event. Status updates published before the event usually contain speculations about what will happen, and those published after represent the reaction to what actually happened. In this paper we analyze the change of sentiment in tweets collected in following few days after a specific pre-announced event. We also discuss can this analysis be used for prediction, as an indicator of to which extent will this event fulfill its designated long term goal.

I. INTRODUCTION

Text sentiment classification deals with identifying the sentiment expressed in a text of certain length. Usually, the goal is to assign one of two labels: positive or negative, although there are researches than focus on subjective and objective classes [1, 2], or have multiple degrees of positivity/negativity [3, 4, 5]. As such, it can be applied in many fields, some of which include: classifying product customer feedback [3], preprocessing input data for recommender systems [6] or determining the citizens' position on government policies and decisions [7].

Besides just determining sentiment, it is also interesting to analyze sentiment change over time. The effect of a certain event to public opinion can be explored by tracking sentiment change on social networks.

Social networks are especially convenient for tracking sentiment change due to the fact that their users post status updates very often, even up to several times an hour. Also, the option for sharing other’s statuses enables fast spreading of its content. One of the most popular social networking platforms is Twitter [8]. It allows its users to post messages of maximal length of 140 characters, also known as “tweets”. Since the launching in July 2006, its popularity has rapidly grown and it now has over 600 million active users [9].

Tweets can contain all kinds of information, from daily events in the life of the user to live news from political events. A common form of a tweet is a reference to a person, event, product and a personal opinion about the referenced entity. The # symbol, called a hashtag, is used to mark keywords or topics in a tweet. It was created organically by Twitter users as a way to categorize messages. By analyzing tweets one could observe which are the popular entities and also the “public opinion” about them.

During the research presented in this paper we collected around 100000 tweets from a 4 day period following the release of Lady Gaga’s single Applause and classified them by their sentiment. For classifying we used Naïve Bayes classifier which is one of the mathematically simplest classifiers, but gives results in the rank with much more sophisticated classifiers. Rather than developing our own implementation of Naïve Bayes classifier, we used Mallet open source library and extended it with some new features. According to the findings from a previous research [10] we used a combination of predefined and developed features that produced the best results for Twitter sentiment classification.

II. RELATED WORK

The most popular domain for sentiment classification is certainly classification of movie reviews [4, 11, 12] and product reviews in general [13, 14]. The length of reviews can range from a couple of sentences to several paragraphs, but the text is usually well formed. Another research direction concerning product reviews sentiment classification is domain adaption [11, 14], i.e. managing the difference in domains of training and testing data.

Twitter sentiment classification is rather different than movie and product reviews, mostly due to the language style and the shortness of the tweets, but is an increasingly popular topic [1, 5, 15, 16, 17]. The upside of the informal and slang-like language is the presence of emoticons or smileys that can be used as an indicator of the sentiment the author wants to express [5, 11, 15]. Automatically assigning sentiment based on emoticons greatly facilitates the creation of training and testing corporuses. In [18] instead of classifying the sentiment of a tweet, the authors determine the general sentiment about a specified hashtag.

Even texts of small length can express sentiments about multiple entities and classifying the overall sentiment can give a false result. Therefore, some researchers focus on identifying the sentiment pointed to a specific entity, so called target-dependent sentiment classification [1].

There have been multiple researches that analyze the connection between sentiment in tweets addressing election candidates during the campaign and the outcome of the elections [19, 20, 21]. Some of them have discovered that the prediction using sentiment data would have given good results [20], while in other cases the prediction wouldn’t have been accurate [21]. In [22] the authors track the behavior streams from groups of users with similar biases and present time-dependent collective measures of their opinions. They tested the effectiveness of their system by tracking groups’ Twitter responses to a common stimulus set: the 2012 U.S. presidential election debates.
Authors of [23] explore how public mood patterns, as evidenced from a sentiment analysis of Twitter posts published during a 5 month period in 2008, relate to fluctuations in macroscopic social and economic indicators in the same time period. They attempt to identify a quantifiable relationship between overall public mood and social, economic and other major events in the media and popular culture. Research presented in [24] utilized a stream of millions of tweets on Twitter to explore how people feel about Thanksgiving and Christmas through real-time sentiment analysis. With help of Twitter Streaming API, the author discovered the patterns of sentiment changes by hour before and after the two holidays.

III. DATA CORPUS AND CLASSIFIER

Since Twitter is currently one of the most popular social networking platforms and we already had experience with Twitter sentiment classification [10, 25] we decided to use tweets as our data corpus. Tweets can be obtained from Twitter with the use of Search API [26] or Streaming API[27]. Search API performs a search according to the specified query and returns a collections of relevant Tweets. Search API is not meant to be an exhaustive source of Tweets and not all Tweets are indexed or made available via the search interface. Streaming API, on the other hand, gives low latency access to Twitter's global stream of Tweet data. We decided to use the Search API and perform queries in regular intervals in order to collect tweets.

In order to monitor change of sentiment over time, we needed an event that was announced and expected with anticipation. Choosing Lady Gaga and the release of her single Applause, which was heavily announced and promoted on Twitter, enabled us to get a lot of tweets during a 4 day period. Additionally, the fact that opinions about Lady Gaga and her actions are often very divided, implied that we will probably get data with strong sentiments, making them easier to classify. The idea was to collect tweets in the days before and after the release of her single Applause. However, due to a leak incident, the single was released a week earlier than announced [28], and we were only able to start the collection of tweets after the release. This is also one of the reasons we decided to use Search API, since it enables querying past data.

Search API offers a wide range of parameters that can be defined for a query. For our purpose, we searched for tweets containing key words “lady gaga”, those that were directed to her (to:ladygaga) and those that were mentioning her (@ladygaga). Overall, we acquired 100944 tweets during a 4 day period following the release of the Applause single. These tweets were then classified by their sentiment.

Classification was performed with the use of Naïve Bayes classifying algorithms. Naïve Bayes classifier (NB) [29] is one of the simplest classifier. It is a probabilistic classifier and it is based on the Bayes theorem. The premise is that each feature of an instance is completely unrelated any other feature of the same instance, i.e. probability that an instance belongs to a certain category is influenced by each feature independently.

The probability that instance \( i \) belongs to category \( c \) can be expressed with (1).

\[
P(c \mid i) \propto P(c) \prod_{1 \leq k \leq n} P(f_k \mid c)
\]

In (1) \( P(c) \) represents the prior probability that an instance belongs to the category \( c \), \( P(f_k \mid t) \) represents the probability of feature \( f_k \) occurring in an instance that belongs to the class \( c \) and \( n_i \) is the number of features in instance \( i \).

The assumption of feature independence is not very realistic for the real world and it is the reason this classifier is called naïve. However, as simple and inefficient as Naïve Bayes classifier may seem in theory, in practice it usually gives good results, often as good as much more complex classifiers. For example, in [10] in comparison of Naïve Bayes, MaxEnt and Balanced Winnow, NB has slightly worse results than MaxEnt, but much better than Balanced Winnow.

In our research we used Mallet [30], an open source Java library for statistical natural language processing, document classification, clustering, topic modeling, information extraction, and other machine learning applications to text. This gave us the opportunity to use built-in functionalities of Mallet’s Naïve Bayes implementation and also extend the library to fulfill our specific needs or try a new approach.

The classifiers used were trained during the research published in a previous paper, dealing with context and sentiment classification [10]. For sentiment classification we collected tweets with positive, negative and objective sentiment. However, due to the small number of objective tweets, compared to the number of positive and negative ones, we decided to proceed with only these two categories. Collected tweets were selected according to the emoticons they contained. In order to decrease the influence of emoticons in classifying and increase the influence of the words used, we subsequently removed emoticons from about 90% of the collected tweets.

For training the classifiers we started with adding a feature for each word in the tweet and then added various data processing pipes for filtering features. These filtering steps can help in extracting features that carry more information and removing others that can be considered as noise. They are widely used in various researches [1, 5, 15, 17]. Some of the data processing pipes we used were built in Mallet library, some we were able to get by customizing existing Mallet data processing pipes and some we had to implement ourselves. Analyzing results gotten with different combinations showed that the best results for sentiment classification were produced when using the following pipes:

- Lowercase normalization
- Adding some application specific features (e.g. sport results, music ranking, …)
• Adding negation features
• Removing punctuation
• Some primitive stemming
• Adding bigram and n-gram features

One other conclusion based on classification results was that for sentiment classification the mere presence of the feature is a better indicator of the class, than the number of appearances of the said feature. In other words, the multivariate Bernoulli model is more suited for sentiment classification than the multinomial model.

As a result of this research we trained two classifiers with two training sets of different sizes (72 thousand and 120 thousand training samples), using feature processing pipes mentioned above, which we will refer to as 72K and 120K classifier from now on.

IV. RESULTS

Twitter Search API returns tweet objects in JSON format and, besides the actual text of the tweet, they also contain various other properties. Some of them include: the author of the tweet, if the tweet is a retweet, time of posting, location if it is specified, etc. We preprocessed Search API query results to extract the text and posting time for each tweet. During classifying we calculated the number of positive and negative tweets posted during each hour of the monitored period. Fig. 1 shows the change of the percent of positive tweets during a 4 day period following the release of the Applause single.

It can be seen that positive tweets make up the majority of collected tweets during the whole period. It is reasonable to assume that Lady Gaga's fans are the most invested in tweeting about her new single, which is why these results are not surprising. It would probably be...
interesting to examine the exact content of tweets that were posted in during periods that correspond to graph extreme values. The presented extracted data most likely could have been used as a one of the parameters for future sales estimation. Another possible application for such data would be estimation of the chart position that the single will peak at and the duration of time it will hold a position on the chart.

Data shown on Fig. 2 represents the total number of tweets collected for each hour in the day. Since Twitter API returns the time of posting in UTC time, the data from the graph is presented according to that. There are three peaks that stand out. The global maximum corresponds to the time period between 6h and 7h UTC, i.e. around midnight in North America time zones. There are also two smaller peaks around 15h and 21h UTC. These data could be useful for determining the time patterns of Twitter use. Comparing these data to other determined time patterns of use could show the specificities of this particular case, for further analysis.

Off course, the classifiers are not perfect and there are misclassified tweets. Some examples that were misclassified as negative include:

- Of course we saw it, and we died because it's to much perfect.
- sorry it looks like I cut your hand and neck hhh. url
- Bow down.. Queen is back bitches haha!

It can be noticed that these examples include words with originally negative meanings. However, they are used in positive context which the classifier doesn't detect. Coordinating the perceived meaning of the word/phrase with the context of use is a possible research topic to be considered in the future.

V. CONCLUSION

Social networks represent a good source for data that can be used to model public opinion. In that context, one of the most analyzed social networks is Twitter. Twitter status messages - tweets, have their own characteristics that distinguish them from other domain data, which is why the classifier should also be trained with Twitter data. In Twitter sentiment classification, preprocessing the features in order to improve the accuracy usually gives good results.

Tracking sentiment change over time can give a good insight into public change. Also, it can probably be used as a parameter for prediction of long term goals, such as record sales or election results, and that is a research direction worth exploring. Additionally, it is possible to track sentiment over a period of time for multiple singles of the same artist, and compare their placements on charts. Comparing these data for multiple artists is also a possibility.
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