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Abstract—Cluster orchestration systems achieve high
resource utilization, efficient task-packing, process-level
isolation. They support high-availability applications with
features that minimize fault and recovery time. These
systems helped large internet companies like Google,
Amazon, and Facebook to satisfy all their applications and
big data workloads. With this ability, these systems can run
a dozen of tasks at scale, to satisfy all operational needs. But
current systems are not that easily applicable in domains
with constant data flow with processing on the very edge of
the network. We present a system for edge computing, with
efficient resource utilization, orchestration, and task-
packing. With these properties, a system provides the ability
to run user-defined tasks in clusters defined on the edge of
the network for constant data acquisition, manipulation,
and processing
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I. INTRODUCTION
Nowadays we are facing a massive shift away from the

standard, centralized computing model that is provided
through cloud computing paradigm.
This shift returns the distribution of computing power

back to the edge of the network. Edge network is the idea
of connecting sensors to programmable automation
controllers (PAC) which handle processing, storage, and
communication. The basic concept of edge computing is
to leverage new generation technologies, processes,
services, and applications that are built to take an
advantage of this new infrastructure. The key difference
with this model is that it operates and it is deployed on
computing hardware closer to the edge of the network.
Thus, it is bringing the cloud computing model closer to
the ground.
With this new architecture of distributed edge devices,

we also need to consider how to manage them and
orchestrate jobs to those devices for best resource
utilization.
The problem with the current model is that heavily

involves centralized architecture. Issues such as latency or
small-time delays, security, privacy, network reliability,
performance and many others are extremely difficult to
completely overcome in centralized computing models.
Even a small problem can set a motion to bigger
complicated issues [1][2]. For example, Amazon Web
Services (AWS) outage is a great illustration of how much
large parts of the Internet applications, services, and even
businesses depend on the cloud services. If we choose

cloud model approach though, then we have two options
for data processing: 1) collect all data, store it and then
process it - batch processing or 2) use fast data approach,
and process data as it is arriving - stream processing. But
both batch and stream options imply data must be sent to
some cloud provider’s cluster. Before processing such
data, usually some preprocessing operations (such as
filtering, cleaning, etc.) should be executed which involve
more time, and from what a cloud provider can
economically benefit [3].
Some new problems cannot be fully addressed using

just those options. Applications like autonomous driving,
smart cities, smart homes or even remote medicine all
have different requirements that cannot always be fully
addressed by the cloud in its current form. On the other
hand, cloud benefits from tools for cluster management
and resource orchestration to maximize resource
utilization. Such systems should be present in edge
computing architecture. Currently, all major cloud
providers and companies that are trying to solve those use
cases, design their applications and services in a standard,
cloud only, way. Some providing more services/features
than others, such as storing and data manipulation or
insight into data through data analytics, machine learning
and data science in general.
This paper is organized as follows. Section II present

design of edge computing system. Section III present
related work. Section IV summarizes conclusions and
briefly propose ideas for future work.

II. DESIGN

The system we propose in this paper is purely on
conceptual level. It is influenced by three proven systems
used for decades in production environments in large
companies for various parts of their systems: 1)
Orchestration engine from Google called Borg [4] and
it’s open source counterpart called Kubernetes [5], that
helps Google run their workloads efficiently with
maximum resource utilization, 2) Chord [6], a lookup
protocol for fast locating the node that store data item and
3) log-structured merge-tree (LSM tree) [7] append only
key-value data structure for efficient data storage
presented by Patrick O'Neil.
Our system is designed to be able to run tasks defined

by users in a similar way those tasks potentially would be
run in the cloud. We assume that there are sensors which
are scattered over some area and collect data. That data is
then forwarded to the distributed nodes which can store
data and run user-defined tasks. Since this part of the
system runs those tasks on data that is coming from some
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sensing source on the edge, we ensure that data sent to
the cloud for future analyses is smaller and already pre-
processed in some degree. In this way, the system enables
faster time to market approach saving both, time and
money to users.
In order to gain maximum resource utilization from

these distributed nodes, we define a master process which
resides in the cloud and manipulates the information
about previous, active and future user tasks which will be
triggered.
The system we propose is separated into two major

parts: 1) master process that is responsible for
orchestration and task scheduling, storing information
about user-specified tasks, cluster topology and resource
utilization, 2) cluster of nodes, that is responsible for
storing data and running user-defined tasks.

1. Cloud master process
In the cloud, we would have logic that orchestrates

user-defined jobs, store and process metrics, keep secrets
and run user-defined microservices. Also, have engines to
process data collected from clusters.
Picture 1 shows high architecture overview of the cloud
system.

Picture 1. High overview of the cloud architecture

The job is a standard user-defined application, which can
be categorized into one of three different types: 1) batch
jobs, for standard batch processing over some collection
of data. This job should run only when data is available,
or at predefined time 2) events, this type of job should
react when some specific event happened in the system,
or if acquired data pass some predefined threshold 3)
streaming jobs, should continually do some processing on
data as it is arriving (long-running jobs). Every job
should contain direct acyclic graph (DAG) [8] which is
created when job transits from operation to operation and
result of every operation is stored to disk or memory
depending on user’s preference. This is done to prevent
data loss if the job fails or entire node fails or restart. If
fail happens, the job can continue from last saved
checkpoint. The orchestration process is composed of a
key-value store (optimized for scaling) and job scheduler.
Key-Value store [9][10] contains topology and
information of the edge, user-defined job definitions,
number of replicas for every job, the total amount of
computing resources such as CPU, RAM, disk storage in
every edge cluster, configuration for every specified job.

A job scheduler is responsible to find node, schedule
jobs there and always keep running a defined number of
jobs. Key-Value store is replicated in an odd number of
times. To prevent potential chaos, the consensus protocol
is responsible for maintaining global truth. Beside
orchestration process, in the cloud users can register their
own applications that will contain data from jobs they
submitted, run some analytics for data insights and
monitor their portion of the system with dashboard and
monitoring tools. Every part in the cloud is running as a
single service (microservice).
With this approach, we can more easily scale, and keep

the system always available [11][12]. All services should
be available to outside world through dashboards and/or
Representational State Transfer (REST) services, and
inside communications should be binary for less overhead.
Cloud should provide dashboards so that users can easily
monitor various parts of the system.

2. Edge cluster
The second part is edge cluster. The core concept here

is a node. Node is a computer that runs an operating
system, container engine, and a small daemon. Daemon
does all the communication with orchestration engine in
the cloud. He is also responsible for metrics collection,
and communication between nodes inside the cluster,
starting/stopping/restarting jobs. Since this tasks should
run in parallel, we propose using Actor model [13] where
daemon just pass the message to some of its children
tasks.
Nodes are connected in the cluster in peer to peer [14]

manner in order to eliminate a single point of failure and
to be easier to scale. All nodes are equal, there is no some
special node like the master node. Nodes that belong to
the same cluster form a distributed hash table (DHT)[6]
used for data storing, lookups, deletes but also run user-
defined jobs scheduled in orchestration engine in the
cloud.
All data stored in DHT is replicated by a user-defined

number of times in subsequent nodes to prevent data loss.
Nodes and data are hashed using consistent hashing
principles and all nodes that belong to the single cluster
are connected in one virtual ring. With this simple idea,
we can easily partition data so each node is only
responsible for a small portion of data. Consistent
hashing [15][16] is beneficial for two reasons: 1) if a
node join/leave a group, we just need to copy a small
amount of data over network because each node is only
responsible for small partition of data, 2) we store similar
data (same key) on the same place (same node) when we
do some calculation, since it is much faster because data
is already on the same node. By doing this we benefit
because we bring calculation to the data. Each node has a
retention policy, or how long will they keep the data.
Because these nodes are not high-end machines with a lot
of resources.
Picture 2 shows a high overview of a single edge node
with running processes.
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Picture 2. High overview of single edge cluster node

The system must always be able to store new data.
Each node can discover other nodes that belong to the
same cluster using Gossip-based protocol [17]. Each node
in the ring knows only about a handful of nodes
clockwise from it. This is done in order to scale the whole
system. Each node can contact any other node in the
cluster for some data, and eventually will get information
where that data is actually stored. All communication
between nodes should be as fast as it can, so binary
protocols like HTTP/2 [18] should be used via remote
procure call mechanism (RPC) [19][20]. Every job that
runs on these nodes, should be packed in form of a Linux
container [21][22]. This gives us the better ability for
packing jobs on machines, easier orchestration and
separation between jobs on a single machine.
The benefit of this approach is that users are free to

define their own applications that are composed of
multiple different jobs, and can always change,
upgrade/downgrade or remove their applications
depending on workloads they need.

III. RELATED WORK

There are attempts both in academia and industry that
are trying to combine cloud with the edge, or to go even
further.
For example, Thinnect [23] is an IoT edge network

service provider which combines cloud and edge
computing. Their service is complementary to cellular
operators, offering high density, large scale, local
coverage, utilizing cost-efficient technologies. Since their
approach is more micro-controller based, for specific
tasks we need specific devices.
Nebula [24] is the project which goal is to be a Docker

orchestration for IoT devices and distributed services
(like CDN or edge computing). Users have the ability to
simultaneously update tens of thousands of IoT devices
all around the globe with a single API call, allowing users
to treat IoT devices like another distributed Docker
application. The project is at an early stage, but despite
all of that, as an idea, it provides a lot of potentials.
Mainflux [25] is highly secure, scalable, open-source

IoT platform written in Go and deployed in Docker. It
serves as software infrastructure and set of microservices
for development of the Internet of Things Solutions and
deployment of Intelligent products.

IV. CONCLUSION
Since we are facing massive shift from centralized

computing architectures, we should find a new way to
address problems with new applications like the internet
of things area and autonomous driving. Cloud computing
is a great tool used for many decades now, but its
centralized nature may not be well suited for this new
kind of applications. Since we are waste a lot of time and
money on storing filtering and preprocessing data in the
cloud we could consider the option to do preprocessing
where data is created and that is on the very edge of the
network. Thus edge computing model could be used to
help cloud computing paradigm and users to preprocess
data on the edge of the network, and only that data send
to further analysis and on that way accelerate time to
market for its users.
Security is a crucial part of every system, and this

paper does not cover this topic of overall system design.
The future work will focus more on the security of the
whole system, beyond just process insolation trough
containers. Also, we will focus on metrics collection and
keep the health of the entire system and every job
interdependently, and self-healing trough task
orchestration. Another important topic is configuration
management of every job. Since we are talking about
large-scale distributed sensing systems manual
configuration of every node is out of the question. We
must find a way to automate the whole process.
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