Analysis of current languages for developing distributed systems
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Abstract—Nowadays we have various languages, framework and tools for specification and implementation of distributed systems. Nevertheless, developing a robust distributed system still poses a challenging task. Starting from the definition that a distributed system is a system where networked components communicate via passing messages, we wanted to explore and analyse languages for specifying the architecture of such system (Architecture description languages - ADLs), as well as languages for specifying protocols for communication between system’s components. Our main focus was to find out what are the main similarities and differences between different ADLs, and between languages for protocol specification.

I. INTRODUCTION

Coulouris et al. in [1] define distributed system as one in which hardware or software components located at networked computers communicate and coordinate their actions only by passing messages. This definition covers an entire spectrum of systems in which networked computers can be used. These networked computers may be spatially separated by any distance. They may be in the same room or even on separate continents.

In order to design a distributed system, first we must understand what are the fundamental building blocks of such system. In [1], Coulouris et al., state that to understand the distributed systems, we must provide answers to the following questions:

- What are the entities that are communicating in the distributed system?
- How do they communicate?
- What (potentially changing) roles and responsibilities do they have in the overall architecture?
- How are they mapped on to the physical distributed infrastructure (what is their placement)?

From a system point of view, entities that are communicating can be seen as processes, nodes or threads. But, from the programming point of view those entities are seen as objects, components, web services, etc.

Entities, in a distributed system, can communicate directly or indirectly. The main characteristic of direct communication is that entities which communicate are aware of each other and must exist in the same time. Examples of direct communication are: interprocess communication, remote invocation, request-response protocols, etc. In contrast, numerous techniques have appeared where the communication is indirect, allowing a greater decoupling between entities. Entities do not need to be aware of each other (space decoupling), or even exist at the same time (time decoupling). Examples of such techniques are: group communication, publish-subscribe, message queues, tuple spaces, etc.

How entities in a distributed system communicate is described by a protocol. Holzmann in [2] provides a full protocol definition:

- it defines a precise format for valid messages (a syntax),
- it defines the procedure rules for the data exchange (a grammar),
- it defines a vocabulary of valid messages that can be exchanged, with their meaning (a semantics).

Protocol is often most easily understood as a finite state machine (FSM) [2]. The FSM is 5-tuple \((X, I, O, N, M)\), where

- \(X\) is a finite set of states,
- \(I\) is a finite set of inputs,
- \(O\) is a finite set of outputs,
- \(N\) is a state transition function \((N: I \times X \implies X)\),
- \(M\) is an output function \((M: X \times I \implies O)\).

\(N\) and \(M\) define a behaviour of FSM. For given input, the output function will generate the output, and the state transition function will generate the new state of FSM.

There are several other ways of representing protocols, such as: Petri nets and FIFO nets. Their best attribute is simplicity, but as the size of the model increases the readability quickly becomes an issue.

Languages analyzed in this paper can be divided into two groups:

- Architecture description languages, and
- Languages for protocol specification and validation

II. ANALYSIS

Our main focus during the analysis was not to decide which language is the best, but to understand what are the main similarities and differences between the ADLs, and between the languages for protocol specification.

Analysis of ADLs and the analysis of protocol specification languages are performed independently, and are described in Section II-A and Section II-B respectively.

A. Architecture description languages

One of the most essential parts of software creation is architecture design. Architecture of software solution has a...
direct effect on software’s extensibility, modularity, fault-tolerance, portability, scalability, and many other features of quality software solution.

As stated in [3], definition of Architecture Description Languages is still vague, and no formal definition of such languages is provided by the community. However, an Architecture Description Language - ADL, can be defined as a language that provides features for modeling a software system’s conceptual architecture, distinguished from the system’s implementation.

In order to better understand ADLs, we analysed following languages:

- **Conic**[4] - a language-based environment for building distributed systems. It provides a large set of tools for program configuration, compilation, debugging, etc. The Conic consists of *Conic Module Programming Language* - used for programming individual task modules, and *Conic Configuration Language* - used for configuration description and hierarchical structuring of distributed systems.

- **Durra**[5] - a language and the runtime support system for developing distributed applications.

- **Darwin**[6] - declarative binding language which can be used to define hierarchic compositions of interconnected components. Darwin is a successor of Conic, and it is based on $\pi$-calculus.

- **POLYLITH**[7] - an environment for rapid prototyping of distributed applications, with primitives that aid debugging and evaluation.

- **Reality**[8] - an executable design language for distributed Ada systems. Its main purpose is to enable rapid prototyping of large distributed systems.

- **Rapide**[9] - an object-oriented language for designing the architecture of not only distributed systems, but software systems in general.

- **DREMS ML**[10] - a “wide spectrum” architecture design language for distributed computing platforms, based on Model-Driven Development approach. DREMS ML is part of a complex architecture DREMS (Distributed Real-Time Managed Systems), which provides a large set of tools for modeling, analysis, debugging, testing and maintenance of distributed systems.

Comparison of analysed ADLs is shown in the Table I.

Although these languages are used in different domains, the principles behind these languages are quite similar. We noticed that their most common traits are:

- **Component based model** - distributed system consists of a collection of modular and reusable components, with clearly defined interfaces. Common characteristics of components can be abstracted into a *component types* which can be used used to create multiple *component instances*, and thus enhancing the reusability of the components.

- **Separation of structure from behaviour** - both structure and behaviour of systems are described by the separate languages. For example, in Conic, the structure of the system is described by the Conic Configuration Language, while behavior of its components is described by the Conic Module Programming Language. In Durra, the definition of components and communication channels is separate from the definition of configurations, etc. This separation is really beneficial when considering deployed systems and evolution as it allows us to focus on change at the component level rather than on some finer grain[6].

- **Dynamic reconfiguration** - mainly due to separation of structure from behaviour, it is possible to change the system in the runtime by adding new, or removing existing components. This characteristic is very important for creating robust, fault-tolerant systems.

- **Support for heterogeneous platforms** - Heterogeneity is still one of the biggest challenges when it comes to distributed systems. Most of the languages from above have support for different platforms, though in some cases (POLYLITH) that support is only partial.

Lead by the fact that these languages share many common traits, even though they are build for different purposes and different domains, we feel that a unifying language for developing a distributed systems could be of a great benefit. However, there are a few general UML-based solutions like Object Management Group’s SysML\(^1\) SysML is a general-purpose graphical modeling language for specifying, analyzing, designing, and verifying complex systems that may include hardware, software, information, personnel, procedures, and facilities[11]. But, according to [12] domain-specific approach would offer greater benefits than general UML-based approach.

### B. Protocol specification and validation

In order to understand what are the common characteristics of languages for protocol specification, we analysed following languages:

\(^1\)Object Management Group’s SysML - http://www.omg.org/what-is-sysml.htm
- **LOTOS** (Language of Temporal Ordering Specification)[13] - a specification language that has been specifically developed for the formal description of the OSI (Open Systems Interconnection) architecture, although it is applicable to distributed, concurrent systems in general. Its main application is in OSI protocol and services specification.

- **Estelle**[14] - a Formal Description Technique, defined within ISO (International Organization for Standardization) for specification of distributed, concurrent information processing systems. Estelle is mainly used to describe protocols and services.

- **RTAG** (real-time asynchronous grammars)[15] - a language based on an attribute grammar notation. Its main purpose is to provide a software system for protocol development and experimentation, that can be used in different environments.

- **Mace**[16] - a C++ language extension and source-to-source compiler that translates a concise but expressive distributed system specification into a C++ implementation. In this paper we focused on Mace’s protocol specification mechanism.

- **GAPAL**[17] - a protocol specification language used by GAPA (Generic Application-Level Protocol Analyzer). Its main purpose is specification of messages that are being exchanged across the network.

As shown in the Table II, common characteristic of all of the languages mentioned above, is that they support protocol layering. This is really important, because in order to perform complex task, a protocol must perform a range of functions which would lead to complex implementations of the protocol. Because of this, protocols are divided into layers whereby each layer performs only a simpler sub-task of the complex task.

Another common characteristic of the analysed languages is that almost all of them use finite state machine to describe a protocol, except RTAG. RTAG uses BNF-like notation to describe a protocol.

The biggest differences between these languages lay in the way in which they define message formats and data types. For example, LOTOS uses abstract data types while GAPAL and RTAG allow user to define custom data types. Abstract data type does not indicate how data values are actually represented and manipulated in memory, but only defines the essential properties of data and operations that any correct implementation (concrete data type) is required to satisfy[13].

### III. Conclusion

In this paper we analysed Architecture Description Languages, and languages for protocol specification in order to understand what are the main similarities and differences between the ADLs, and between the languages for protocol specification.

We found out that the ADLs share many common characteristics between themselves, just like the languages for protocol specification do.

Lead by this fact, we feel that a unifying language for developing a distributed systems could be of a great benefit. There are a few general UML-based solutions like SysML, but in our opinion domain-specific approach would offer greater benefits than general UML-based approach.
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