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Abstract— We present a method for image tagging, i.e. 

assigning a set of tags/labels to an image. Three popular 

architectures of deep convolutional neural networks were 

used: VGG16, Inception-V3, and ResNet-50, which were 

pretrained on the ImageNet data set for a classification 

problem, and then fine-tuned on the HARRISON data set 

for the image tagging problem. The final model consists of 

an ensemble of these three convolutional neural networks, 

whose outputs were combined by different methods: 

averaging, voting, union, intersection and by two-layer feed-

forward neural network. We verified these models on the 

hashtag recommendation for images from social network 

task, with a predefined set of 50 possible hashtags. All of the 

models were evaluated using the following metrics: 

precision, recall and F1-measure. 

I. INTRODUCTION 

In the field of computer vision, the number of studies 

on image understanding and visual analysis has recently 

grown significantly, with various works attempting to 

challenge topics such as object classification [1][2], 

object detection[3], scene classification [4], action 

recognition [5], image captioning [6], and even visual 

questing answering [7]. 

A related problem is image tagging, or hashtag 

recommendation, where the task is to predict a set of 

labels for an image, from a predefined set of labels. In 

contrast to the image classification problem, where the 

task is to predict exactly one class from given M classes 

(1 of M), image tagging is the task of predicting multiple 

classes (N of M, where N is arbitrary for every image). 

The image annotation task [8] is related to the image 

tagging task in regards to the diversity of labels. The 

labels and the related annotations mostly consist of 

directly apparent information such as objects in image 

and locations of image. However, hashtags include 

inferential words which require a contextual 

understanding of images. Additionally, a slew of words 

currently popular in social networks are also included in 

hashtags. We define a hashtag as any word attached to the 

prefix character ’#’ that is used in online social networks 

such as Facebook, Twitter, and Instagram. Hashtags are 

commonly used to summarize the content of a user’s 

post, and attract the attention of other social network 

users.  

On the Instagram site simple hashtags such as #dog 

and #beach describe the presence of simple objects or 

locations in a photo. Hashtags such as #happy or #sad 

express user’s emotions, while abstract hashtags such as 

#fashion and #spring specify topics. Inferential hashtags 

such as #colourful and #busy represent situational or 

contextual information. There are also advertising 

hashtags such as #likeforlike, which are not related to the 

photo’s content. Since there are no rules for making and 

tagging hashtags, they can be diversely generated and 

freely used.  

For example, there are simple cognate hashtags in both 

the singular and plural form (e.g. #girl, #girls), hashtags 

in the lower and upper case (e.g. #LOVE, #love), 

hashtags in various forms of the same root word (e.g. 

#fun, #funny), sentence-like hashtags (e.g. 

#iwantthissomuch, #kissme), slang-inspired hashtags 

(e.g. #lol), as well as meaningless hashtags to gain the 

attention of followers (e.g. #like4like, #followforfollow). 

Moreover, users can repeatedly tag the same hashtag for 

emphasis. Considering the wide variety and depth of 

context the recommendation of proper hashtags is a 

highly interesting and useful task in the age of social 

media [9]. 

Recommendation of hashtags has been studied in the 

fields of natural language processing (NLP), where some 

of the previous work focused on content similarity of 

Twitter text posts (tweets) [10][11], and unsupervised 

topic modeling with Latent Dirichlet Allocation (LDA) 

[12][13][14]. Although the significant progress in the 

field of of hashtag recommendation has been recently 

published by the NLP community, hashtag 

recommendation from images has not been strongly 

investigated in the field of image understanding. In a 

recent paper [15], the authors have presented a hashtag 

recommendation system, which uses the metadata of user 

information, such as gender and age, in addition to image 

data. However, if formulated as a vision-only problem 

where no metadata is used, the hashtag recommendation 

remains an open problem. 

In this paper, we used deep convolutional neural 

networks (CNN), which have recently been proven to be 

a very useful tool in various computer vision problems, 

such as image classification [1], image captioning [6], 

image segmentation [16] and object detection [3]. With 

the introduction of multiple specialized frameworks for 

training deep neural networks on the GPU instead of the 

CPU, the time needed for training sophisticated 

architectures has dropped by orders of magnitude, 

making this whole area of research bloom. 

To train and evaluate our model, we used the 

HARRISON data set [9], a benchmark data set for hashtag 

recommendation of real world images in social networks. 
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The HARRISON data set is a realistic data set, which 

provides actual images which were posted with associated 

hashtags on theonline social network Instagram. The 

HARRISON data set has a total of 57,383 images and 

approximately 260,000 hashtags (with 997 unique 

hashtags). Each image has an average of 4.5 associated 

hashtags (minimum 1 and maximum 10 associated 

hashtags) due to the removal of infrequently used 

hashtags. 

II. MODEL FOR IMAGE TAGGING 

We propose a model for image tags prediction which 

has two levels: the first level consists of three different 

CNN architectures which are trained to predict tags for 

images, and on the second level we employed several 

different methods to combine the outputs from the first 

level models in order to improve the performance of the 

final prediction. Prior to training, all images are resized to 

224x224, but the resizing is done by preserving the aspect 

ratio in order to maintain natural proportions of the 

objects in the image. 

 

A. First level: fine-tuning pretrained CNNs 

Although deep convolutional neural networks are 

currently de facto the standard as a tool for computer 

vision tasks, training them often requires a lot of training 

data (e.g. hundred thousands or millions of images) and 

plenty of resources (most state-of-the-art CNN 

architectures are trained for 1-3 weeks on multiple 

GPUs). However, it is possible to use so called transfer 

learning, i.e. using a model that is already trained to solve 

one problem to retrain it for another problem [17]. This 

procedure is usually called fine-tuning and it often 

dramatically reduces the needed number of training data 

and the training time. 

Usually, this procedure is performed using already 

available, pretrained, CNN models on the ImageNet data 

set for the classification task. This data set consists of 1.2 

million images, classified into 1000 different classes, and 

is used for benchmarking state-of-the-art of computer 

vision systems on the classification task. Since 2010, the 

ImageNet project has been running an annual contest, the 

ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) [18], where researchers prepare software 

programs to compete to correctly classify and detect 

objects and scenes. In the deep learning era, winners of 

this contest publish their CNN architectures and 

corresponding parameters (neurons’ weights) online, 

making them available to other researchers. We used 

several of these pretrained networks in this research. 

It is important to note that, in order to fine-tune these 

CNNs, images for the new task need to be similar to the 

images in the ImageNet data set, i.e. they should be real-

world images. For example, it is considered impractical 

to fine-tune ImageNet CNNs on medical images, since 

real-world images and medical images come from a 

completely different data generating process. 

In this paper, we used three of the most popular 

architectures that competed on ImageNet ILSVRC: 

Oxford’s VGG16 [19], Google’s Inception-V3 [20] and 

Microsoft’s ResNet-50 [2]. Table 1 shows a brief 

comparison of these models. 

 

TABLE I. – A brief comparison of three popular CNN architectures and 
their score on ImageNet LSVRC contest for classification task  

Architecture 
# of 

layers 

# of 

parameters 

ImageNet 

top-5 error 

(%) 

VGG16 16 ~140M 7.3 

Inception-V3 42 ~4M 6.7 

ResNet-50 50 ~0.85M 5.2 

 

In order to fine-tune these models, we changed the 

number of neurons in the output layer from 1000 to 50, as 

we took only 50 most frequent labels (hashtags) to be 

relevant to our task, and then retrained them on 

HARRISON data set. 

The most notable difference between the base models 

and fine-tuned models is in the activation function in the 

output layer – the pretrained models use a softmax 

activation function, whereas our fine-tuned models have a 

sigmoid activation function, which allows the fine-tuned 

models to be trained for the multilabel classification task. 

B. Notation 

Here, we introduce a notation to facilitate the 

explanation of the proposed model and different 

ensemble techniques. 

Let 𝑥𝑖 be 𝑖-th input image, where 𝑖 = {1,2, … , 𝑁} and 

𝑁 is the size of the whole data set of images. Outputs 

from all models are represented as a vector 𝑦𝑖 =

[𝑦1
𝑖 , 𝑦2

𝑖 , … , 𝑦𝑀
𝑖 ]

𝑇
, where 𝑦𝑗

𝑖 ∈ [0,1] is an output for 𝑗-th 

label, and 𝑀 is the total number of labels to predict, in 

our case 𝑀 = 50. Outputs for the i-th image from the 

first level models will be denoted as 𝑦𝑉𝐺𝐺
𝑖 , 𝑦𝐼𝑁𝐶

𝑖 , 𝑦𝑅𝐸𝑆
𝑖  for 

VGG16, Inception-V3 and ResNet-50 CNNs, 

respectively. An example of notation for output vector for 

first level model would look like 𝑦𝑉𝐺𝐺
𝑖 =

[𝑦𝑉𝐺𝐺,1
𝑖 , 𝑦𝑉𝐺𝐺,2

𝑖 , … , 𝑦𝑉𝐺𝐺,𝑀
𝑖 ]

𝑇
. We will use 𝑦𝐿1

𝑖 =

{𝑦𝑉𝐺𝐺
𝑖 , 𝑦𝐼𝑁𝐶

𝑖 , 𝑦𝑅𝐸𝑆
𝑖 } to denote a set of outputs of all first 

level models for an image 𝑥𝑖. 

The task of first level models is to learn a function 

𝑓: 𝑥 → 𝑦, and thus output of first level models is 𝑦𝐿1
𝑖 =

𝑓(𝑥𝑖) 

The task of second level models is to learn a function 

𝑔: 𝑦𝐿1 → 𝑦, and thus output of second level models is 

𝑦𝐿2
𝑖 = 𝑔(𝑦𝐿1

𝑖 ) = 𝑔(𝑦𝑉𝐺𝐺
𝑖 , 𝑦𝐼𝑁𝐶

𝑖 , 𝑦𝑅𝐸𝑆
𝑖 ), where  𝑦𝐿2

𝑖 =

{𝑦𝐴𝑉𝐺
𝑖 , 𝑦𝑉𝑂𝑇𝐸

𝑖 , 𝑦𝑈𝑁
𝑖 , 𝑦𝐼𝑁

𝑖 , 𝑦𝐹𝐹𝑁𝑁
𝑖 } denotes a set of outputs of 

all second level models: averaging, voting, union, 

intersection and feed-forward neural network, 

respectively.  

Since the input for second level models consists of 

outputs from first level models, the total number of inputs 

for second level models is 3x50=150. 
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C. Second level: ensembles 

In order to increase the prediction accuracy of our 

model, we combined the outputs from the models in the 

first level using different approaches: averaging, voting, 

union, intersection and lastly, as a more sophisticated 

technique, a two-layer feed-forward neural network. 

 

1) Averaging 

For each label, output values from first level models are 

averaged. 

 

𝑦𝐴𝑉𝐺,𝑗
𝑖 =

𝑦𝑉𝐺𝐺,𝑗
𝑖 + 𝑦𝐼𝑁𝐶,𝑗

𝑖 + 𝑦𝑅𝐸𝑆,𝑗
𝑖

3
 (1) 

 

2) Voting 

For each label, output values from first level models are 

first rounded and then averaged. 

 

𝑦𝑉𝑂𝑇𝐸,𝑗
𝑖 =

𝑟𝑜𝑢𝑛𝑑(𝑦𝑉𝐺𝐺,𝑗
𝑖 )+ 𝑟𝑜𝑢𝑛𝑑(𝑦𝐼𝑁𝐶,𝑗

𝑖 )+𝑟𝑜𝑢𝑛𝑑( 𝑦𝑅𝐸𝑆,𝑗
𝑖 )

3
  (2) 

 

3) Union 

For each label to be positive, it suffices for at least one 

prediction of the first level model to be positive. 

 

𝑦𝑈𝑁,𝑗
𝑖 = 𝑟𝑜𝑢𝑛𝑑(𝑦𝑉𝐺𝐺,𝑗

𝑖 ) +  𝑟𝑜𝑢𝑛𝑑(𝑦𝐼𝑁𝐶,𝑗
𝑖 ) + 𝑟𝑜𝑢𝑛𝑑( 𝑦𝑅𝐸𝑆,𝑗

𝑖 )  (3) 

 

4) Intersection 

For each label to be positive, prediction of all first 

levels model must be positive. 

 

𝑦𝐼𝑁,𝑗
𝑖 = 𝑟𝑜𝑢𝑛𝑑(𝑦𝑉𝐺𝐺,𝑗

𝑖 ) ∗ 𝑟𝑜𝑢𝑛𝑑(𝑦𝐼𝑁𝐶,𝑗
𝑖 ) ∗ 𝑟𝑜𝑢𝑛𝑑( 𝑦𝑅𝐸𝑆,𝑗

𝑖 )  (4) 

 

5) Feed-forward neural network 

As a more advanced ensemble technique, we use simple 

two-layer feed-forward neural network, which has 150 

input neurons, 150 neurons in the hidden layer, and 50 

output neurons. 

A diagram of the final model is shown in the Figure 1. 

III. EXPERIMENTS AND RESULTS DISCUSSION 

 To quantify the performance of our model we choose 

the following metrics: precision, recall and F1-measure 

(as a harmonic mean of precision and recall). Since these 

metrics only work with binary values {0,1}, we clipped 

and rounded the predictions of each of the models prior to 

evaluation. 

First level models, i.e. pretrained CNNs, are fine-tuned 

by a stochastic gradient descent (SGD) optimizer with a 

learning rate of 1e-3, momentum 0.9, learning rate decay 

1e-5, and batch size 32. Training of all CNNs was done on 

a single Titan X Maxwell GPU, and training each model 

took around 12 hours. The loss function we used consisted 

of two terms: binary cross-entropy and Kullbach-Leibler 

divergence. As a form of regularization we performed data 

augmentation – all images were randomly rotated in the [-

30, 30] degrees range, shifted horizontally and vertically 

in the [-10%, 10%] range, zoomed in the [-10%, 10%] 

range, and flipped horizontally. 

The HARRISON data set was randomly split as 80% 

training data and 20% testing data. We should also note 

that, since we took only 50 most recent hashtags, this 

reduced the total number of images from 57,383 to 

52,626. Since these models take a significant amount of 

time to train, our validation procedure consisted of 

validating against test data, which we resorted to in order 

to save resources. We used early stopping as a another 

form of regularization – F1-measure for test data is 

monitored each epoch, and if it doesn’t improve for 10 

epochs, the training of a model is stopped to prevent 

overfitting. 

All second level models, except feed-forward neural 

network, don’t need training, since their outputs are 

calculated directly. Two-layer feed-forward neural 

network is trained with the Adam optimizer with a 

learning rate of 1e-3 and a batch size of 512. For hidden 

neurons, we used tanh activation function. This neural 

network was trained in couple of seconds. 

Table 2 shows evaluation results of first level models 

and the final models, depending on which ensemble was 

used. All results are averaged over all images in the test 

set. We can see that ResNet-50 model achieved the best 

results of all first level models, while feed-forward neural 

network outperformed other second level models.  

Figure 2 demonstrates the examples of results for 

HARRISON data set in various cases. The shown 

examples are results of our best final model, i.e. two-layer 

feed-forward neural network ensemble.

Figure 1 - A diagram of the final model 
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TRUE 

 

funny 

 

TRUE 

 

fashion 

PREDICTED 

 

friend, family 

PREDICTED 

 

art 

 

TRUE 

 

love, happy, selfie 

 

TRUE 

 

friend, snow, fun 

PREDICTED 

 

- 

PREDICTED 

 

snow 

 

TRUE 

 

black 

 

TRUE 

 

yellow, flower 

PREDICTED 

 

fashion 

PREDICTED 

 

yellow, home 

 

TRUE 

 

friend 

 

TRUE 

 

dog 

PREDICTED 

 

friend 

PREDICTED 

 

snow, dog 

 

TRUE 

 

beach 

 

TRUE 

 

beach, beautiful, sun, 

nature 

PREDICTED 

 

beach, sea 

PREDICTED 

 

beach, sea 

 

 

Level Model Precision Recall F1-measure 

1 
VGG16 0.293 0.354 0.320 
Inception-V3 0.271 0.359 0.309 
ResNet-50 0.292 0.372 0.327 

2 

Ensemble – average 0.322 0.357 0.339 
Ensemble – vote 0.317 0.359 0.337 
Ensemble – union 0.231 0.467 0.309 
Ensemble – intersection 0.396 0.259 0.313 
Ensemble – FFNN 0.317 0.369 0.341 

Figure 2 – Examples of results for random images in test split of HARRISON data set 

TABLE II. – Evaluation results for all models 
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IV. CONCLUSION 

In this paper we propose a model for automatic image 

tagging, which is organized in two levels: a first level that 

consists of three fine-tuned convolutional neural network 

architectures, and second model that is an ensemble of the 

first level models. Various ensemble approaches were 

discussed: averaging, voting, union, intersection and feed-

forward neural network. These models were trained on 

HARRISON data set for hashtag recommendation and 

evaluated with three metrics: precision, recall and F1-

measure. Our results suggest that ensemble with two-layer 

feed-forward neural network yielded the best results. 

However, it is important to note that it beat averaging 

ensemble by just a small margin, which means that one 

could choose an averaging ensemble over a feed-forward 

neural network ensemble in order to save resources. With 

respect to HARRISON data set, our results show that 

hashtag recommendation task is highly challenging due to 

the difficulty to understand contextual information and 

inferring of the user’s intent. 

Future directions of research could be improving the 

first level models with more intensive hyper-parameter 

optimization. Also, various other machine learning 

classifiers could be employed as second level models. If 

resources allow it, performance may further be improved 

with third level models, which would take the output of 

the second level models as an input. It is important to note 

that our models ignore the dependencies between image 

tags since we considered hashtags as independent labels 

for training our multi-label classifiers. This makes 

combining with NLP techniques such as word similarity 

also an option to improve our models. 
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